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[bookmark: _Toc126319011]Introduction
Le projet : créer une infrastructure permettant de pouvoir accéder à un réseau LAN depuis le WAN, le tout sans avoir besoin de passer par un VPN et en utilisant un maximum de systèmes open source.

Le cahier des charges est le suivant : 
· Avoir un serveur LDAP de type Active Directory (AD) sur de l'open source, ici la solution Samba 4, et créer une relation d'approbation entre deux forêts, qui sera l'AD Samba 4 et l'AD d'un serveur Windows 2016 déjà existant.
· Créer un cluster Fail-over de pfSense pour assurer une haute disponibilité des interfaces réseaux côté WAN et LAN.
· Centraliser les connexions aux différents serveurs grâce à la solution Guacamole et pouvoir y accéder depuis le WAN grâce à un nom de domaine publique et le reverse proxy, Nginx Proxy Manager.
Voici le schéma de l'infrastructure dans sa globalité : 

[image: ]
[bookmark: _Toc121471125]Figure 1 : Schéma de base
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[bookmark: _Toc126319012] Mise en place d'un cluster de deux Pfsense en Fail-over

[bookmark: _Toc126319013] Présentation du Fail-over et de pfsense

[bookmark: _Toc126319014]Qu'est-ce que le Fail-over ?

La tolérance de panne, aussi appelée Fail-over, est un processus visant à assurer une disponibilité constante et continue d'éléments réseaux. Dans le cas de Pfsense, le Fail-over va nous permettre de faire travailler plusieurs Pfsense en les regroupant derrière une adresse IP virtuelle unique. Derrière cette adresse IP unique se positionneront deux ou plusieurs Pfsense. Le principe est alors que si l'un des Pfsense tombe, un autre est présent pour reprendre le trafic à sa place et ce de manière invisible et transparente pour l'utilisateur car la même IP virtuelle sera toujours utilisée. Le Fail-over peut ici être utilisé pour les interfaces coté WAN comme coté LAN.
Pour mes travaux, le cluster sera constitué de deux Pfsense.
[bookmark: _Toc126319015]Qu'est-ce que pfsense ?

Pfsense a été lancé le 4 octobre 2006 et, est une distribution open source, créé par Chris Buechler et Scott Ullrich, basée sur le système d’exploitation FreeBSD. C'est un routeur / pare-feu. Il s’administre à distance via une interface Web.
Il utilise le pare-feu à états Packet Filter, des fonctions de routage et de NAT lui permettant de connecter plusieurs réseaux informatiques. Il comporte l’équivalent libre des outils et services utilisés habituellement sur des routeurs professionnels propriétaires.
Pfsense est très utilisé par les entreprises de toutes tailles car il peut s’administrer depuis une interface web et est adaptable à toute échelle. Il peut être utilisé sur un réseau local par un particulier mais aussi pour des réseaux de grandes entreprises.
Pfsense est avant tout un routeur/firewall, cependant il possède une multitude de fonctionnalités supplémentaires. A commencer par le service NAT, qui permet de faire des translations d’adresses réseau. Ce service permet d’accéder à une machine d’un réseau local depuis internet, ou tout simplement d’accéder à internet. 
Il possède un service VPN, pour chiffrer les connexions et les données transitant sur le réseau. 
Il fait aussi office de serveur DHCP, pour donner automatiquement des adresses et des configurations IP aux nouvelles machines se connectant au réseau. 
Un serveur DNS (statique ou dynamique) peut aussi être mis en place pour mettre en lien une adresse IP avec le nom de l’ordinateur qui possède cette adresse. 
Des systèmes de sauvegarde et backup sont également présents nativement dans pfsense. Cette liste est non exhaustive mais donne une idée de la puissance et des possibilités de pfsense.
Pfsense n’est que la partie logicielle/système d’exploitation du routeur. Or un système d’exploitation doit être installé sur un appareil physique comprenant des composants et des interfaces réseau, en tout cas pour un routeur. Netgate est une entreprise qui fournit du matériel informatique : switches, cartes réseau et autre type de matériel réseau et stockage.  L’entreprise fournit aussi des routeurs, allant de quelques centaines à plusieurs milliers d’euros selon leurs configurations. Ces routeurs sont livrés avec pfsense, et sont optimisés pour faire tourner celui-ci. 
Après une brève installation manuelle pour assigner les interfaces réseaux, pfsense s'administre ensuite depuis l'interface web.

[bookmark: _Toc126319016]Installation du cluster de pfsense: Pfsense1 et Pfsense2

[bookmark: _Toc126319017]Installation commune à faire pour les deux Pfsense

On utilise la version 2.6.0. On rappelle que Pfsense est basé sur le système d'exploitation FreeBSD. L'interface WAN sera en bridge et l'interface LAN sera en host-only (VMnet1).
Après avoir démarré les VM, on suit les étapes suivantes :    
[image: ]
[bookmark: _Toc121471126]Figure 2 : installation de la VM pfsense 1/4
On choisit french puis continuer :
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[bookmark: _Toc121471127]Figure 3: installation de la VM pfsense 2/4
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[bookmark: _Toc121471128]Figure 4: installation de la VM pfsense 3/4
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[bookmark: _Toc121471129]Figure 5: installation de la VM pfsense 4/4
Après le redémarrage, on obtient une configuration par défaut pour les interfaces réseaux :
[image: ]
[bookmark: _Toc121471130]Figure 6 : configuration par défaut des 2 interfaces
L'adresse IP du Pfsense est notée dans partie LAN.

[bookmark: _Toc120260315][bookmark: _Toc126319018]Assigner des adresses IP statique sur les interfaces WAN et LAN

[bookmark: _Toc120260316][bookmark: _Toc126319019]Interfaces Pfsense1

Interface WAN : IP = 192.168.0.10/24 et IP de la passerelle : 192.168.0.254/24
Interface LAN : IP = 192.168.10.10/24
Je commence par l'interface WAN donc j'entre "l'option  2 puis 1" : 
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[bookmark: _Toc121471131]Figure 7 : configuration des interfaces du pfsense1 1/9
[image: ][bookmark: _Toc121471132]Figure 8 : configuration des interfaces du pfsense1 2/9
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[bookmark: _Toc121471133]Figure 9 : configuration des interfaces du pfsense1 3/9
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[bookmark: _Toc121471134]Figure 10 : configuration des interfaces du pfsense1 4/9
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[bookmark: _Toc121471135]Figure 11 : configuration des interfaces du pfsense1 5/9
Une adresse IP a maintenant été assignée à l'interface WAN, j'assigne une IP à l'interface LAN en entrant "l'option 2 et le choix 2" :
[image: ]
[bookmark: _Toc121471136]Figure 12 : configuration des interfaces du pfsense1 6/9
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[bookmark: _Toc121471137]Figure 13 : configuration des interfaces du pfsense1 7/9
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[bookmark: _Toc121471138]Figure 14 : configuration des interfaces du pfsense1 8/9
Je viens de configurer les deux interfaces du Pfsense1 et j'obtiens : 
[image: ]
[bookmark: _Toc121471139]Figure 15 : interfaces du pfsense1 

[bookmark: _Toc126319020]Interfaces Pfsense2

Je configure de la même façon les deux interfaces du Pfsense2 : 
Interface WAN : IP = 192.168.0.11/24 et IP de la passerelle : 192.168.0.254/24
Interface LAN : IP = 192.168.10.11/24
Cela donne : 
[image: ]
[bookmark: _Toc121471140]Figure 16 : interfaces du pfsense2
[bookmark: _Toc126319021]Configuration de pfsense1 et pfsense2 via Webconfigurator

Par défaut, le login est  "admin" et le mot de passe "pfsense".
[image: ]
[bookmark: _Toc121471141]Figure 17 : configuration de pfsense1 via webconfigurator 1/5
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[bookmark: _Toc121471142]Figure 18 : configuration de pfsense1 via webconfigurator 2/5
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[bookmark: _Toc121471143]Figure 19 : configuration de pfsense1 via webconfigurator 3/5
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[bookmark: _Toc121471144]Figure 20 : configuration de pfsense1 via webconfigurator 4/5
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[bookmark: _Toc121471145]Figure 21 : configuration de pfsense1 via webconfigurator 5/5

On fait la même chose pour Pfsense2.
[bookmark: _Toc126319022]Configurer un cluster de 2 Pfsense redondants (Fail-over)

[bookmark: _Toc126319023]Présentation des trois protocoles utilisés
	
Pfsense va communiquer sur les réseaux LAN & WAN avec ses adresses IP virtuelles. Il ne va jamais utiliser l'adresse IP assignée à son interface.
En cas de défaillance du Pfsense1 (Pfsense primaire), le Pfsense2 (Pfsense secondaire) va prendre le relais sans aucune interruption de service. La bascule de Pfsense1 vers Pfsense2 est totalement transparente.
Afin d'assurer la réplication du serveur Pfsense1 vers le serveur Pfsense2, trois éléments doivent être configurés : les protocoles CARP, Pfsync et XML-PRC.
Le protocole CARP (Common address redundancy protocol) est le protocole utilisé par Pfsense pour la mise en place d'un Fail-over. Ce protocol permet à plusieurs hôtes présents sur un même réseau de partager une même adresse IP. Ici, nous utilisons CARP afin de partager une adresse IP WAN et une adresse IP LAN sur nos deux serveurs Pfsense. C'est cette adresse IP virtuelle que Pfsense va utiliser pour sa communication sur le réseau. Ainsi, en cas de défaillance du Pfsense primaire (Pfsense1), le Pfsense secondaire (Pfsense2) prendra le relais de manière transparente au niveau réseau (reprise de l'adresse IP virtuelle) donc pas de changement de configuration.
Pfsync est un protocole permettant de synchroniser l'état des connexions en cours entre deux serveurs Pfsense (et de manière plus large entre deux serveurs exécutant le firewall Packet Filter implémenté dans Pfsense). Ainsi, en cas de défaillance du serveur primaire, l'état des connexions en cours est maintenu sur le serveur secondaire. Il n'y a donc pas de coupure liée à la bascule des services du Pfsense1 vers le Pfsense2. Il est recommandé d'effectuer cette synchronisation sur un lien dédié entre les deux serveurs Pfsense. À défaut, le lien LAN peut être utilisé. La réplication peut se faire d'un serveur primaire vers un ou plusieurs autres serveur(s).
XML-RPC est un protocole permettant la réplication de données d'un serveur vers un autre. Il est utilisé dans Pfsense afin de répliquer la configuration du serveur primaire vers le serveur secondaire. Pour garantir son bon fonctionnement, il est important qu'il utilise la même interface que celle utilisée par le protocole Pfsync.

[bookmark: _Toc126319024]Configurer les adresses IP virtuelles VIP

Afin de fonctionner, chaque serveur Pfsense doit disposer d'une adresse IP sur son interface, ainsi qu'une adresse IP virtuelle qui sera partagée entre les deux serveurs Pfsense. De ce fait, nous utilisons 3 adresses IP par réseau.
Pour configurer l'adresse IP virtuelle, on se rend dans "Firewall" > "Virtual IPs" :
[image: ]
[bookmark: _Toc121471146]Figure 22 : VIP 1/4
On clique sur l'icône "+ Add" pour ajouter une adresse IP virtuelle et on choisit l'élément CARP.
La configuration suit le même principe pour les deux interfaces WAN et LAN.
· Interface : l'interface sur laquelle la VIP doit être configurée. Nous configurons la première sur l'interface WAN, puis la seconde sur l'interface LAN.
· Address(es) : l'adresse VIP et le masque du subnet de l'interface. Dans notre cas pour le WAN : 192.168.0.240/24 et pour le LAN : 192.168.10.240/24
· Virtual IP Password : mot de passe permettant de sécuriser les échanges au sein du groupe d'hôtes se partageant la VIP. 
· VHID Group : Virtual Host Identifier. Un serveur peut faire partie de plusieurs groupes de VIP. Afin d'identifier chaque groupe, un ID unique lui est assigné. Nous laissons la valeur par défaut.
· Advertising Frequency : la valeur du champ "Skew" à 0 désigne le master (Pfsense primaire). Une valeur plus élevée désignera l'esclave (Pfsense de secours). La valeur de "Base" correspond au timeout en seconde au bout duquel l'hôte sera considéré comme inaccessible. Nous recommandons de laisser la valeur par défaut : 1.
	
Cela donne pour l'interface WAN :
[image: ]
[bookmark: _Toc121471147]Figure 23 : VIP 2/4

Cela donne pour l'interface LAN
[image: ]
[bookmark: _Toc121471148]Figure 24 : VIP 3/4
Les deux IP virtuelles ont bien été créées. 
[image: ]
[bookmark: _Toc121471149]Figure 25 : VIP 4/4

[bookmark: _Toc126319025]Configuration du NAT
	
Nous allons dans le menu "Firewall > NAT". Dans l'onglet "Outbound", nous cochons la case "Hybrid Outbound NAT rule generation. (Automatic Outbound NAT + rules below)".

[image: ][bookmark: _Toc121471150]Figure 26 : NAT 1/3

Nous ajoutons une règle afin que le trafic sortant utilise l'adresse VIP. Les champs à configurer sont les suivants :
· Disabled : cocher cette case pour désactiver la règle sans devoir la supprimer.
· Do not NAT : cocher cette case permet de désactiver le NAT pour le trafic correspondant à cette règle. Il est très rare de devoir cocher cette case.
· Interface : l'interface logique sur laquelle nous souhaitons définir notre règle de NAT. Dans notre cas, nous choisissons "WAN".
· Protocol : les protocoles concernés par cette règle de NAT. Nous choisissons "any"
· Source : le réseau source. Dans notre cas, il s'agit du réseau local, nous saisissons donc "192.168.0.0" et "/24" pour le masque.
· Destination : le réseau de destination. Dans notre cas, nous choisissons "any".
· Address : l'adresse à utiliser lors du NAT. Nous choisissons l'adresse VIP créée précédemment, soit "192.168.0.240 (VIP WAN)".
· Port : nous laissons ce champ vide.
· No XMLRPC Sync : cocher cette case pour ne pas copier la règle sur le Pfsense secondaire. Nous laissons cette case non-cochée.
· Description : un champ informatif
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[bookmark: _Toc121471151]Figure 27 : NAT 2/3
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[bookmark: _Toc121471152]Figure 28 : NAT  3/3


[bookmark: _Toc120260323][bookmark: _Toc126319026]Configurer la haute-disponibilité

Il nous reste à configurer la haute-disponibilité. Pour cela, se rendre dans "System" > "High Avail. Sync" 
Depuis cette page, il y a 2 éléments à configurer : la partie Pfsync (pour la synchronisation d'état) et XMLRPC Sync (pour la synchronisation de la configuration).
State Synchronization Settings (Pfsync): Les éléments à configurer sont les suivants :
· Synchronize States : cocher cette case pour activer Pfsync (cette configuration est à faire sur le Pfsense primaire et sur le Pfsense secondaire)
· Synchronize Interface : l'interface de synchronisation. Si nous disposons d'une interface dédiée à la synchronisation, nous la choisissons ; autrement, nous choisissons "LAN".
· Pfsync Synchronize Peer IP : sur le Pfsense primaire, saisir l'adresse IP du serveur Pfsense de secours (192.168.10.11). Si pour le choix de l'interface (ci-dessus) nous avons choisi "LAN", nous indiquons l'adresse IP de l'interface LAN du Pfsense secondaire (192.168.10.11) ; si nous avons choisi une interface dédiée alors nous indiquons l'adresse IP de l'interface dédiée du Pfsense secondaire. Par défaut, si aucune adresse IP n'est saisie, Pfsense diffusera en multicast sur l'interface choisie préalablement. 

Configuration Synchronization Settings (XMLRPC Sync) : Les éléments à configurer sont les suivants :
· Synchronize Config to IP : sur le serveur Pfsense primaire, saisir l'adresse IP du serveur Pfsense secondaire (comme précédemment, il faut saisir l'adresse IP de l'interface choisie). Ce doit être la même adresse IP que celle renseignée dans le champ "Pfsync Synchronize Peer IP". Ce champ doit être laissé vider sur le serveur Pfsense secondaire.
· Remote System Username : sur le serveur Pfsense primaire, saisir le nom d'utilisateur utilisé pour se connecter sur le WebGUI du Pfsense de secours ("admin" par défaut). Ce champ doit être laissé vider sur le serveur Pfsense de secours.
· Remote System Password : sur le serveur Pfsense primaire, saisir le mot de passe du compte utilisateur saisi ci-dessus. Ce champ doit être laissé vide sur le serveur Pfsense de secours.

Puis, nous choisissons les services que nous souhaitons synchroniser en cochant les cases appropriées. Par défaut, nous recommandons de tout cocher (Toggle All).
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[bookmark: _Toc121471153]Figure 29 : HA 1/3
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[bookmark: _Toc121471154]Figure 30 : HA 2/3

[image: ]
[bookmark: _Toc121471155]Figure 31 : HA 3/3

[bookmark: _Toc126319027]Autoriser les flux de réplication au niveau des règles du firewall

Il nous reste à autoriser les flux de réplications sur les firewalls. La configuration se passe dans "Firewall" > "Rules". Si la réplication se fait via l'interface LAN, les règles de firewall sont à appliquer sur cette interface, si nous utilisons une interface dédiée, les règles seront à appliquer sur celle-ci.
Il y a deux flux réseau à autoriser :
· Le flux pour la synchronisation XML-RPC qui s'effectue via le port 443
· Le flux pour la synchronisation du protocole Pfsync
Sur le firewall primaire, nous créons donc une première règle de firewall (en cliquant sur le bouton "Add") avec les paramètres suivants :
· Action : nous choisissons "Pass"
· Interface : nous choisissons l'interface dédiée à la réplication si le Pfsense en possède une. Autrement, nous choisissons "LAN"
· Address Family : nous laissons "IPv4"
· Protocol : nous choisissons "TCP"
· Source : nous indiquons un alias qui contiendra les adresses IP des interfaces de synchronisation de chaque Pfsense (dans notre cas, cet alias contiendra les adresses IP "192.168.0.11" et "192.168.0.12"). Si cette notion d'alias n'est pas claire pour vous, vous pouvez choisir l'ensemble du réseau rattaché à l'interface de synchronisation (dans notre cas, ce serait "LAN net")
· Destination : nous choisissons "This firewall (self)"
· Destination port range : choisir "HTTPS (443)"
Ce qui donne
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[bookmark: _Toc121471156]Figure 32 : Règle du Firewall 1/5
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[bookmark: _Toc121471157]Figure 33 : Règle du Firewall 2/5
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[bookmark: _Toc121471158]Figure 34 : Règle du Firewall 3/5
Sur le firewall primaire toujours, nous créons une seconde règle de firewall avec les paramètres suivants :
	
· Action : nous choisissons "Pass"
· Interface : nous choisissons l'interface dédiée à la réplication si le Pfsense en possède une. Autrement, nous choisissons "LAN"
· Address Family : nous laissons "IPv4"
· Protocol : nous choisissons "PFSYNC"
· Source : nous indiquons un alias qui contiendra les adresses IP des interfaces de synchronisation de chaque Pfsense (dans notre cas, cet alias contiendra les adresses IP "192.168.10.10" et "192.168.10.11").
· Destination : nous choisissons "This firewall (self)"
Cela donne : 
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[bookmark: _Toc121471159]Figure 35: Règle du Firewall 4/5
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[bookmark: _Toc121471160]Figure 36: Règle du Firewall 5/5

[bookmark: _Toc126319028]Vérifier le bon fonctionnement de la haute-disponibilité

Vérifier le statut du CARP (adresse VIP)
Nous pouvons vérifier l'état de nos adresses IP virtuelles depuis le menu "Status"> "CARP (Fail-over)"
Les adresses VIP doivent avoir le statut "MASTER" sur le Pfsense primaire et "BACKUP" sur le Pfsense secondaire.
[image: ]
[bookmark: _Toc121471161]Figure 37 : Vérification HA

[bookmark: _Toc126319029]Vérifier la réplication

Nous pouvons aussi naviguer dans le menu "Firewall" > "Rules" et "Firewall" > "NAT" pour vérifier que les règles créées sur le Pfsense1 primaire sont bien présentes sur le Pfsense2 secondaire.
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Samba est un logiciel libre d'interopérabilité sous licence GPL (GNU General Public License), qui implémente le protocole propriétaire SMB/CIFS de Microsoft Windows, plus connu sous le sigle SMB dans les ordinateurs tournant sous le système d'exploitation Unix et ses dérivés de manière à partager des imprimantes et des fichiers dans un réseau informatique. Samba facilite donc l'interopérabilité entre les systèmes hétérogènes Windows-Unix. Il offre la possibilité à des serveurs Unix de se substituer à des serveurs Windows.
Samba fonctionne sur la plupart des systèmes Unix, comme GNU/Linux, Solaris, AIX et les variantes BSD, y compris Apple, Mac OS X Server. Samba est livré dans presque toutes les distributions GNU/Linux.
À partir de la version 3, Samba fournit des fichiers et services d'impression pour divers clients Windows et peut s'intégrer à un domaine Active Directory en tant que membre du domaine. Samba 3 peut aussi être configurée en tant que PDC (Primary Domain Controller) en mode domaine NT4.
À partir de la version 4, Samba peut servir de contrôleur de domaine Active Directory (Active Directory Domain Controller – AD DC) et fournir les services d'authentification Active Directory à des postes Windows, des postes Linux et des serveurs membres. Depuis cette version, le projet Samba a sorti une nouvelle version environ tous les 9 mois puis plus récemment tous les 6 mois.
Samba 4 Active Directory embarque les mêmes fonctionnalités que Microsoft Active Directory. On peut donc profiter des outils RSAT comme les GPO, les outils de contrôle DHCP et DNS, etc. 
Samba Active Directory est un service dont l’utilisation est gratuite. Il n'y a pas besoin de payer de droit d’utilisation comme avec les CAL de Microsoft. Parmi les fonctionnalités qu'on peut gérer avec Samba 4, il y a :
· Annuaire LDAP
· Service de noms DNS
· Service de gestion de temps NTP
· Service d’authentification transparente Kerberos
· Service de distribution de jetons d’authentification KDC
· Réplication multi AD 
· Stratégies de sécurité GPO

[bookmark: _Toc126319032]Mise en place d'un serveur Debian 11 core
Nous allons installer samba4 dans une machine virtuelle Debian 11.5 en mode core.
Pour faciliter l'installation et la configuration, nous allons choisir le mode NAT pour notre carte réseau. Puis je fais une configuration classique de la machine virtuelle sous VMware et je la démarre :
[image: ]
[bookmark: _Toc121471162]Figure 38 : Installation d'un serveur Debian 11 core
Le nom du serveur est important car c'est le nom du serveur qui servira pour le FQDN de notre active directory, ici je le nomme srvdebiansamba : 
[image: ]
[bookmark: _Toc121471163]Figure 39 : Installation d'un serveur Debian 11 core
Je choisis comme domaine paris.lan
[image: ]
[bookmark: _Toc121471164]Figure 40 : Installation d'un serveur Debian 11 core
Je crée le compte administrateur : 
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[bookmark: _Toc121471165]Figure 41 : Installation d'un serveur Debian 11 core
[image: ]
[bookmark: _Toc121471166]Figure 42 : Installation d'un serveur Debian 11 core

[image: ]
[bookmark: _Toc121471167]Figure 43 : Installation d'un serveur Debian 11 core
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[bookmark: _Toc121471168]Figure 44 : Installation d'un serveur Debian 11 core
[image: ]
[bookmark: _Toc121471169]Figure 45 : Installation d'un serveur Debian 11 core
[image: ]
[bookmark: _Toc121471170]Figure 46 : Installation d'un serveur Debian 11 core
J'installe le SSH
[image: ]
[bookmark: _Toc121471171]Figure 47 : Installation d'un serveur Debian 11 core
[image: ]
[bookmark: _Toc121471172]Figure 48 : Installation d'un serveur Debian 11 core
[image: ]
[bookmark: _Toc121471173]Figure 49 : Installation d'un serveur Debian 11 core

Le serveur est installé :
[image: ]
[bookmark: _Toc121471174]Figure 50 : Installation d'un serveur Debian 11 core
Je me connecte avec le login  que j'ai spécifié lors de l'installation, c'est-à-dire, administrateur : 
[image: ]
[bookmark: _Toc121471175]Figure 51 : Installation d'un serveur Debian 11 core
Je me connecte en tant que root puis je vérifie que le service ssh fonctionne :
[image: ]
[bookmark: _Toc121471176]Figure 52 : Installation d'un serveur Debian 11 core
Je vérifie l'IP et le nom de l'interface à l'aide de la  commande : ip a
[image: ]
[bookmark: _Toc121471177]Figure 53 : Installation d'un serveur Debian 11 core
J'éteins la machine, je retire l'iso et je l'a rallume puis je me connecte en SSH.

[bookmark: _Toc126319033]Mise en statique de l'IP d'un serveur Debian 11 core
Je me connecte via Putty au serveur srvdebiansamba. Je mets à jour les paquets en faisant : apt update.
J'ouvre le fichier de configuration de l'interface réseau :
nano /etc/network/interfaces
Voici la configuration par défaut :
[image: ]
[bookmark: _Toc121471178]Figure 54 : Serveur en IP statique 1/7
Voici la configuration que je fais pour mettre mon serveur en statique : 
[image: ]
[bookmark: _Toc121471179]Figure 55 : Serveur en IP statique 2/7
Je redémarre le service puis j'ouvre le fichier hosts : 
systemctl restart networking
nano /etc/hosts 
Par défaut, j'ai :
[image: ]
[bookmark: _Toc121471180]Figure 56 : Serveur en IP statique 3/7
Je le modifie pour mettre l'IP de mon serveur : 
[image: ]
[bookmark: _Toc121471181]Figure 57 : Serveur en IP statique 4/7
Je redémarre le serveur puis je tape deux commandes pour vérifier la configuration : 
systemctl reboot
hostname et hostname -f

[image: ]
[bookmark: _Toc121471182]Figure 58 : Serveur en IP statique 5/7
J'édite également le fichier resolv.conf avec la commande : 
nano /etc/resolv.conf 
Par défaut, j'ai : 
[image: ]
[bookmark: _Toc121471183]Figure 59 : Serveur en IP statique 6/7
Je le modifie en mettant ma configuration : 
[image: ]
[bookmark: _Toc121471184]Figure 60 : Serveur en IP statique 7/7

[bookmark: _Toc120260331][bookmark: _Toc126319034]Installation des dépendances de Samba 4

La version stable actuelle est Samba 4.17.3. On fait une mise à jour du système : apt update 
Pour installer Samba 4, il nous faudra les paquets suivants : 
· Samba : Samba est une mise en œuvre du protocole SMB/CIFS pour les systèmes Unix, fournissant une interopérabilité de partage de fichiers et d'imprimantes entre Microsoft Windows, OS X et les systèmes basés sur UNIX. Samba offre la possibilité de fonctionner comme un contrôleur de domaine du genre NT4, et permet d'intégrer à la fois les domaines NT4 et les services « Active Directory » en tant que serveur membre. 
· Winbind : winbind est un composant de la suite de programmes Samba qui résout le problème de connexion unifiée. Winbind utilise une implémentation UNIX des appels Microsoft RPC, des modules d'authentification enfichables (PAM) et du commutateur de service de noms (NSS) pour permettre aux utilisateurs de domaine Windows NT d'apparaître et de fonctionner en tant qu'utilisateurs UNIX sur une machine UNIX. 
· Krb5-config : Protocole de sécurité pour authentifier les utilisateurs, les ordinateurs et les services de manière centralisée sur un réseau, en vérifiant leurs informations d'identification par rapport aux entrées existantes dans la base de données Kerberos. 
· smbclient 
· krb5-user 
· Dnsutils 
	
Smbclient, krb5-user et dnsutils seront utilisé pour les tests. Pour installer les paquets, on utilise les commandes suivantes :  
apt install python perl acl xattr
Puis la commande :
apt-get install samba attr winbind libpam-winbind libnss-winbind libpam-krb5 krb5-config libgssrpc4 libkadm5clnt-mit12 libkadm5srv-mit12 libkdb5-10 libldb2 libtalloc2 libtdb1 libtevent0 libwbclient0 python3-ldb python3-samba python3-talloc python3-tdb samba-common samba-common-bin samba-dsdb-modules samba-libs samba-vfs-modules tdb-tools krb5-doc ldb-tools smbldap-tools ufw
Pendant l'installation, il faudra confirmer ou entrer des paramètres : 
Pour la configuration de l'authentification kerberos, on met PARIS.LAN
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[bookmark: _Toc121471185]Figure 61 : Dépendance de Samba4 1/3
Serveur kerberos du royaume : SRVDEBIANSAMBA.PARIS.LAN
[image: ]
[bookmark: _Toc121471186]Figure 62 : Dépendance de Samba4 2/3
Serveur administratif du royaume kerberos : SRVDEBIANSAMBA.PARIS.LAN
[image: ]
[bookmark: _Toc121471187]Figure 63 : Dépendance de Samba4 3/3

[bookmark: _Toc120260332][bookmark: _Toc126319035]Installation de Samba 4
J'installe Samba 4 avec la commande suivante :
apt-get install samba attr winbind libpam-winbind libnss-winbind libpam-krb5 krb5-config libgssrpc4 libkadm5clnt-mit12 libkadm5srv-mit12 libkdb5-10 libldb2 libtalloc2 libtdb1 libtevent0 libwbclient0 python3-ldb python3-samba python3-talloc python3-tdb samba-common samba-common-bin samba-dsdb-modules samba-libs samba-vfs-modules tdb-tools krb5-doc ldb-tools smbldap-tools ufw

Je modifie le fichier krb5.conf, j'accède au fichier avec la commande 
nano /etc/krb5.conf
J'efface le contenu du fichier et le remplace par les  lignes :
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[bookmark: _Toc121471188]Figure 64 : Installation de Samba4

[bookmark: _Toc120260333][bookmark: _Toc126319036]Promotion  du serveur en contrôleur de domaine

On va maintenant exécuter la commande qui va promouvoir notre serveur en contrôleur de domaine. On va d’abord supprimer le smb.conf originale :
rm -f /etc/samba/smb.conf
On configure Samba 4 avec le rôle de contrôleur de domaine. Dans la ligne qui suit, vous penserez à changer à la fois le nom du royaume kerberos, et le nom court du domaine (nom NetBIOS) :
samba-tool domain provision --realm=PARIS.LAN --domain PARIS --server-role=dc
Réinitialiser le mot de passe administrator avec la commande : 
samba-tool user setpassword administrator
[image: ]
[bookmark: _Toc121471189]Figure 65 : Dépendance de Samba4 1/4

On reconfigure la résolution DNS pour la machine locale. 
nano /etc/resolv.conf 
Dans le fichier  de l’interface réseau, on doit avoir :
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[bookmark: _Toc121471190]Figure 66 : Dépendance de Samba4 2/4
Le script de création de domaine Samba 4 crée un fichier krb5.conf inutile qui se trouve sur /var/lib/samba/private/krb5.conf. Il faut le supprimer et le remplacer par un lien symbolique vers le fichier /etc/krb5.conf :
rm -f /var/lib/samba/private/krb5.conf
ln -s /etc/krb5.conf /var/lib/samba/private/krb5.conf

On active Samba pour qu’il démarre automatiquement au prochain reboot : on tape les commandes suivantes :
systemctl unmask samba-ad-dc
systemctl enable samba-ad-dc
systemctl disable samba winbind nmbd smbd
systemctl mask samba winbind nmbd smbd
Je redémarre le serveur puis je vérifie que samba redémarre bien puis je teste le kerberos en tapant les 2 commandes : kinit administrator et klist
[image: ]
[bookmark: _Toc121471191]Figure 67 : Dépendance de Samba4 3/4
[bookmark: _Toc120260334]Tout fonctionne correctement. Après le redémarrage du serveur, tous les services doivent être lancés automatiquement. Maintenant, on va tester le bon fonctionnement du serveur DNS interne de Samba. Pour cela on va traduire un enregistrement de type SRV. 
host -t SRV _ldap._tcp.paris.lan
Cette commande doit afficher l'IP du serveur.
Ensuite on teste un enregistrement de type A :
host -t A srvad4samba.ibrahim.lan
Cette commande doit afficher :
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[bookmark: _Toc121471192]Figure 68 : Dépendance de Samba4 3/4
Cela veut dire que le DNS est fonctionnel 

[bookmark: _Toc120260335][bookmark: _Toc126319037]Création de la zone de recherche inversée

Créer la zone DNS de recherche inversée (PTR) avec la commande :
samba-tool dns zonecreate 192.168.10.20 10.168.192.in-addr.arpa –U administrator
Le mot de passe de l'administrateur du domaine sera demandé pour valider.

[bookmark: _Toc120260337][bookmark: _Toc126319038]Intégration du serveur Samba 4 au cluster de Pfsense

La configuration de la machine virtuelle Debian avec samba 4 installé dessus n'est pas encore totalement terminée. Je dois l'intégrer à mon cluster Firewall Pfsense. 
Je change la carte réseau qui était en NAT pour la mettre en VMnet1 Host-only.
Je vais donc devoir modifier le fichier de configuration réseau, le fichier hosts et le fichier resolv.conf.
nano /etc/network/interfaces
J'édite le fichier avec ces paramètres : 
· L'adresse IP du réseau est 192.168.10.0/24
· L'adresse IP du serveur Debian Samba 4 sera 192.168.10.20/24
· La passerelle correspond à la VIP LAN de mon cluster de Pfsense : 192.168.10.240/24
· Mon serveur Debian Samba 4 est aussi un DNS : 192.168.10.20
Mon fichier correspond donc à :
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[bookmark: _Toc121471193]Figure 69 : Intégration du serveur au cluster 1/3
Je tape la commande systemctl restart networking pour valider les changements
Je modifie le fichier /etc/hosts pour avoir :
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[bookmark: _Toc121471194]Figure 70 : Intégration du serveur au cluster 2/3
Je redémarre la machine et je modifie le fichier resolv.conf pour avoir :
[image: ]
[bookmark: _Toc121471195]Figure 71 : Intégration du serveur au cluster 3/3
On peut désormais joindre à notre nouveau domaine, paris.lan, un poste d'administration Windows 10 pro, dans lequel on va ajouter les outils d'administrations RSAT qui va nous permettre de gérer le serveur Debian Samba 4 à l'aide de l'interface graphique et un poste client Windows 10 pro classique que je vais nommer Client-AD4

[bookmark: _Toc120260338][bookmark: _Toc126319039]Configuration du poste d’administration Windows 10 Pro rsat

Je crée une nouvelle machine virtuelle Windows 10 pro que je nomme PC-RSAT. Je mets la carte réseau en VMnet1 Host-Only. Je lui attribue une adresse IP statique en 192.168.10.21/24 et comme passerelle l'adresse IP virtuelle VIP LAN de mon cluster de Pfsense 192.168.10.240. Le DNS est celui du serveur Debian Samba 4. Voici la configuration :
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[bookmark: _Toc121471196]Figure 72 : configuration RSAT Windows 10
Je crée un poste client classique Windows 10 classique, appelé Client-AD4. Sa configuration est la suivante :
[image: ]
[bookmark: _Toc121471197]Figure 73 : configuration du poste client Windows 10

[bookmark: _Toc120260339][bookmark: _Toc126319040]Intégrer le poste RSAT Windows 10 pro à notre domaine paris.lan

Pour cela je vais dans "Ce PC" et je fais un clic droit à droite dans le vide puis je vais sur "propriétés" :
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[bookmark: _Toc121471198]Figure 74 : Intégration du poste au domaine 1/3
A droite je clic sur "modifier les paramètres" puis sur "modifier" et je mets "dans membre d'un" paris.lan:
[image: ]
[bookmark: _Toc121471199]Figure 75 : Intégration du poste au domaine 2/3
Une fenêtre s'ouvre pour que j'entre les identifiants de l'administrateur de domaine, ici c'est le compte administrator.
[image: ]
[bookmark: _Toc121471200]Figure 76 : Intégration du poste au domaine 3/3

Le poste est maintenant membre du domaine paris.lan. J'intègre le poste Client-AD4 dans le domaine paris.lan de la même manière.
Je fais un test fonctionnel pour vérifier que le Fail-over de mon cluster pfsense fonctionne correctement. Sur une machine du domaine, je fais un ping sur l'IP virtuelle VIP LAN du cluster puis je coupe pfsense1 (primaire) pour voir que l'IP virtuelle répond toujours car pfsense2 (secondaire) a bien prit bien le relais : 
[image: ]
[bookmark: _Toc121471201]Figure 77 : Test du cluster Fail-over
La perte d'un paquet correspond au temps que le cluster met à réagir pour réaffecter le role du pfsense1 primaire au pfsense2 secondaire qui va alors gérer le trafic jusqu'au retour du pfsense primaire.

[bookmark: _Toc120260340][bookmark: _Toc126319041]Installer les outils graphiques standards de management de votre Active Directory RSAT

Pour gérer notre nouveau domaine, il faut installer les interfaces de management sur un poste Windows 10. La ligne de commande Samba est efficace pour de nombreuses tâches d’administration, et les interfaces graphiques RSAT sont un bon complément à la ligne de commande.
Les outils RSAT, appelés en Français Outils d’Administration de Serveur Distant pour les systèmes d’exploitation Windows, permettent d’utiliser toutes les consoles MMC disponibles pour Windows Active Directory avec un Samba-AD.
Les RSAT ne s’installent que sur des Windows édition professionnelle et les versions récentes de Windows 10 Pro intègre déjà RSAT donc il n’y a plus besoin de télécharger de pack, il suffit de rajouter des fonctionnalités.
· -Aller dans Paramètres / Applications / Applications et fonctionnalités / Gérer les fonctionnalités facultatives.
· -Cliquer alors Ajouter une fonctionnalité.
· Aller dans Paramètres / Applications / Applications et fonctionnalités / Fonctionnalités facultatives / 
· Cliquez sur Ajouter une fonctionnalité :
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[bookmark: _Toc121471202]Figure 78: ajout des fonctionnalités RSAT
Déroulez la liste jusqu’à la lettre R et vous trouverez plusieurs outils RSAT en fonction du service que vous voulez gérer. On coche pour les ajouter.
Vous retrouverez alors les outils installés dans le menu Windows / Outils d’administration.

[bookmark: _Toc120260341][bookmark: _Toc126319042]Test du DNS et  des outils RSAT
		
Je me connecte à la machine en tant que contrôleur de domaine avec le login administrator.
TEST DU DNS
Ouvrez un CMD et je tape la commande nslookup puis dans le prompt je tape :
set type=SRV
On recherche maintenant l’enregistrement SRV lié à LDAP, juste pour tester si le serveur DNS répond  donc je tape la commande :
_ldap._tcp.paris.lan 
Et j'obtiens la réponse qui montre que mon serveur DNS répond :
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[bookmark: _Toc121471203]Figure 79 : Test du DNS 1/3
Notre serveur est bien joignable On teste maintenant la redirection, je tape la commande :
Set type=A
Puis : www.google.fr et j'obtiens le résultat :
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[bookmark: _Toc121471204]Figure 80 : Test du DNS 2/3
Maintenant je fais un ping classique : ping www.google.fr pour vérifier qu'il répond bien:
[image: ]
[bookmark: _Toc121471205]Figure 81 : Test du DNS 3/3

LES OUTILS RSAT
Dans Windows j'ouvre l'Outils d’administration Windows. Je vais vérifiez le DNS donc j'ouvre l'outil DNS :
[image: ]
[bookmark: _Toc121471206]Figure 82 : Vérification RSAT 1/4
Je tape l'IP du serveur Debian Samba 4 :
[image: ]
[bookmark: _Toc121471207]Figure 83 : Vérification RSAT 2/4
Je peux alors parcourir les zones DNS du serveur. Au passage, je vérifie que la zone inversée s’est bien crée :
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[bookmark: _Toc121471208]Figure 84 : Vérification RSAT 3/4
Mes enregistrements DNS dans le domaine sont : le serveur Debian Samba 4, le poste Windows 10 Client-AD4 et PC-RSAT :
[image: ]
[bookmark: _Toc121471209]Figure 85 : Vérification RSAT 4/4

[bookmark: _Toc120260342][bookmark: _Toc126319043]Vérification du fonctionnement de GPO

Je crée dans l'AD deux UO dans lesquels je mets dans chacun un groupe et un utilisateur.
Dans l'UO_OPS : j'ai le Groupe_ops : j'ajoute l'utilisateur titi dans ce groupe. 
Dans l'UO_DEV : j'ai le Groupe_dev : j'ajoute l'utilisateur tata dans ce groupe.
[image: ]
[bookmark: _Toc121471210]Figure 86: Création d'une UO, un groupe et un utilisateur 1/5
Je vais vérifier le fonctionnement de l'Active Directory en créant deux GPO simple : 
· Je vais interdire l'accès au panneau de configuration à l'utilisateur titi
· Je vais créer un lecteur mappé pour l'utilisateur tata

GPO pour interdire le panneau de configuration
Pour interdire l'accès au panneau de configuration à titi, J'ouvre la fonctionnalité Gestion des stratégies de groupe, puis dans l'UO_OPS je fais clic droit et je clic sur "Créer un objet GPO dans ce domaine et le lier ici" et je nomme la GPO PANNEAU_CONF_INTERDIT. Une fois créée je la modifie : 
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[bookmark: _Toc121471211]Figure 87 : GPO pour interdire l'accès au panneau de configuration 2/5
Et je suis les étapes suivantes :
[image: ]
[bookmark: _Toc121471212]Figure 88 : GPO pour interdire l'accès au panneau de configuration 3/5

[image: ]
[bookmark: _Toc121471213]Figure 89 : GPO pour interdire l'accès au panneau de configuration 4/5
Je vais vérifier dans le poste Client-AD4 que titi n'a pas accès au panneau de configuration.
[image: ]
[bookmark: _Toc121471214]Figure 90 : GPO pour interdire l'accès au panneau de configuration 5/5
GPO pour créer un lecteur mappé
Je vais créer un lecteur mappé pour tata. Je crée un dossier partage dans "(C:)", je le mets en partage et je copie son chemin réseau.
[image: ]
[bookmark: _Toc121471215]Figure 91 : GPO lecteur mappé 1/4
Puis je vais dans Gestion de stratégie de groupe pour créer la GPO que je nomme LECTEUR_MAPPE, puis je fais modifier et je suis les étapes : 
[image: ]
[bookmark: _Toc121471216]Figure 92: GPO lecteur mappé 2/4
[image: ]
[bookmark: _Toc121471217]Figure 93: GPO lecteur mappé 3/4
Je me connecte avec l'utilisateur tata sur le poste Client-AD4 et je vérifie que j'ai bien un lecteur mappé :
[image: ]
[bookmark: _Toc121471218]Figure 94: GPO lecteur mappé 4/4
Je peux donc mettre en place des GPO sur mon serveur Debian Samba 4.


[bookmark: _Toc120260343][bookmark: _Toc126319044]Lien d'approbation entre les forêts Samba4 et Windows serveur 2016

[bookmark: _Toc120260344][bookmark: _Toc126319045]Présentation

La relation d’approbation entre deux forets / domaines Active Directory  est un lien de confiance qui permet à des utilisateurs authentifiés d’accéder à des ressources d’un autre domaine.
Une relation d’approbation peut-être :
· Unidirectionnelle : l’accès aux ressources n’est disponible que dans un sens (A) -> (B).
· Bidirectionnelle : l’accès aux ressources est disponible dans les deux sens (A) <-> (B).
· Transitive : si (A) et (B) ont une relation d’approbation transitive, si (B) approuve un domaine (C) celui-ci sera approuvé dans (A).

Je vais créer une relation d'approbation entre mon serveur Debian Samba 4 et une machine virtuelle Windows serveur 2016.

[bookmark: _Toc120260345][bookmark: _Toc126319046]Création d'un serveur Windows 2016 et d'un poste client Windows 10

Je vais créer un serveur Windows 2016, que je nomme srv2016, et je vais y installer le role AD DS avec une nouvelle forêt, qui a pour nom de domaine lyon.lan. 
L'installation du serveur est classique. Je mets la carte réseau sur VMnet1 Host-Only et lui assigne comme IP statique 192.168.10.30/24. Comme passerelle je mets l'IP virtuelle VIP LAN du cluster Pfsense. Cela donne comme configuration réseau : 
[image: ]
[bookmark: _Toc121471219]Figure 95 : Configuration de Windows serveur 2016
Je crée également pour ce domaine un poste Windows 10 que je nomme Client-srv2016.
Je crée également dans l'AD deux UO dans lesquels je mets dans chacunes un groupe et un utilisateur.
Dans l'UO_MARKETING : je crée le Groupe_marketing et j'ajoute utilisateur julie dans ce groupe.
Dans l'UO_COMPTA : je crée le Groupe_compta et j'ajoute l'utilisateur gege dans ce groupe.
[image: ]
[bookmark: _Toc121471220]Figure 96 : Création d'une UO, un groupe et un utilisateur

[bookmark: _Toc120260346][bookmark: _Toc126319047]Configurer la relation d’approbation

Les manipulations sont  effectuées sur le contrôleur de domaine lyon.lan
Dans "Outils" ouvrir la console "Domaine et approbation Active Directory", ensuite faire un clic droit sur le "domaine" 1 et cliquer sur "Propriétés" 2.
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[bookmark: _Toc121471221]Figure 97 : Relation d'approbation 1/14

Aller sur l’onglet Approbations et cliquer sur Nouvelle approbation pour lancer l’assistant :
[image: ]
[bookmark: _Toc121471222]Figure 98 : Relation d'approbation 2/14

Indiquer le domaine avec qui la relation d’approbation est effectuée, ici paris.lan, et cliquer sur Suivant.
[image: ]
[bookmark: _Toc121471223]Figure 99 : Relation d'approbation 3/14
	
Choisir le type d’approbation : "Approbation de forêt et cliquer sur Suivant"
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[bookmark: _Toc121471224]Figure 100 : Relation d'approbation 4/14
Configurer la direction de l’approbation, ici nous allons choisir une direction "Bidirectionnel" et cliquer sur Suivant pour valider.
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[bookmark: _Toc121471225]Figure 101 : Relation d'approbation 5/14
Important ici de Choisir l’option "Ce domaine et le domaine spécifié", car ceci permet de créer directement l’approbation sur l’autre domaine. Cliquer sur Suivant
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[bookmark: _Toc121471226]Figure 102 : Relation d'approbation 6/14
Entrer les identifiants  d’un compte Administration dans le domaine spécifié, ici celui de Samba 4 puis cliquer sur Suivant 
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[bookmark: _Toc121471227]Figure 103 : Relation d'approbation 7/14
Choisir l’option "Authentification pour toutes les ressources de la forêt"  et cliquer sur Suivant
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[bookmark: _Toc121471228]Figure 104 : Relation d'approbation 8/14

Choisir également "Authentification pour toutes les ressources de la forêt" pour les utilisateurs de la forêt locale vers l’autre forêt puis cliquer sur Suivant
[image: ]
[bookmark: _Toc121471229]Figure 105 : Relation d'approbation 9/14
Un résumé de la relation d’approbation s’affiche, cliquer sur Suivant pour créer la relation.
La relation d’approbation a été créée, cliquer sur Suivant
[image: ]
[bookmark: _Toc121471230]Figure 106 : Relation d'approbation 10/14
Confirmer l’approbation sortante et entrante en sélectionnant Oui et en  cliquant sur Suivant
[image: ]
[bookmark: _Toc121471231]Figure 107 : Relation d'approbation 11/14
Cliquer sur Terminer pour fermer l’assistant.
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[bookmark: _Toc121471232]Figure 108 : Relation d'approbation 12/14

On voit que la relation d’approbation a bien été créée.
[image: ]
[bookmark: _Toc121471233]Figure 109 : Relation d'approbation 13/14

Sur le contrôleur de l’autre forêt paris.lan, vérifier également que la relation a bien été créée.
[image: ]
[bookmark: _Toc121471234]Figure 110 : Relation d'approbation 14/14

[bookmark: _Toc120260347][bookmark: _Toc126319048]Tester la relation d’approbation

Sur un poste membre du domaine lyon.lan, nous allons ouvrir une session avec un utilisateur membre du domaine paris.lan et inversement.
Je vais commencer par me connecter avec le compte titi (qui appartient au domaine paris.lan) au poste Client-srv2016 qui appartient au domaine lyon.lan. Grace à la relation d'approbation titi peut accéder aux ressources de domaine.lan
[image: ]
[bookmark: _Toc121471235]Figure 111 : Test de la relation d'approbation 1/2
Je fais de même maintenant en me connectant avec le compte gege (qui appartient au domaine lyon.lan) au poste Client-AD4, qui appartient au domaine paris.lan.
Une fois la session ouverte, lancer une invite de commande et entrer SET, sur la capture ci-dessous on voit que l’ordinateur est dans le domaine paris.lan et que l’utilisateur est membre du domaine lyon.lan.
[image: ]
[bookmark: _Toc121471236]Figure 112 : Test de la relation d'approbation 2/2

[bookmark: _Toc120260348][bookmark: _Toc126319049]Authentification des serveurs samba 4 et Windows serveur 2016 dans pfsense

Il est possible de connecter pfsense à un annuaire ldap tel qu'Active Directory afin de centraliser l'authentification auprès de différents services comme l'accès à l'interface d'administration, l'accès VPN ou encore la connexion au portail captif.
Il est donc possible de déclarer la connexion à un AD pour authentifier certains utilisateurs afin de déléguer l'administration du pare-feu. 
On peut par exemple définir un groupe, à qui on va attribuer des droits et ce groupe correspondra à un groupe de l'AD. 
Pour déclarer l'annuaire AD sur pfsense, on se rend sur  "System" puis "User Manager", ensuite sur "Authentication Servers".
[image: ]
[bookmark: _Toc121471237]Figure 113 : Authentification des serveurs 1/9
Les copies d'écran suivantes font partie de la même page de configuration, tous les paramètres n'ont pas besoin d'être modifiés : 
· Descriptive name : on indique un nom pour ce serveur
· Type : on indique "LDAP" 
· Hostname or IP address : on peut indiquer l'IP simplement.
· Search Scope : on laisse "Entire Subtree" pour le scope de recherche, puis pour la "Base DN" on indique la racine de notre AD, ici "lyon.lan" 
· Authentication containers : Indiquez une ou plusieurs OU dans lesquelles pfsense peut regarder pour trouver les utilisateurs qui tentent de se connecter. Remplissez au moins une valeur et ensuite cliquez sur "Select a container" vous pourrez prendre d'autres OU si besoin.
· Ensuite on décoche l'option de "Bind anonymous" on va plutôt s'authentifier pour requête l'AD. Au préalable, j'ai créé un compte dans l'AD qui est simple utilisateur et qui a pour login : bind
· On indique ensuite le DN de cet utilisateur
Pour récupérer le DN de l'utilisateur bind je fais la requête suivante sur PowerShell :
(get-aduser -filter 'samaccountname -eq "bind"').DistinguishedName
[image: ]
Dans l'AD j'ai créé un groupe pfsense-admin et j'ai ajouté l'utilisateur bind au groupe :
[image: ]
[bookmark: _Toc121471238]Figure 114: Authentification des serveurs 2/9
Je passe à l'authentification de Windows serveur 2016 :
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[bookmark: _Toc121471239]Figure 115: Authentification des serveurs 3/9
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[bookmark: _Toc121471240]Figure 116: Authentification des serveurs 4/9
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[bookmark: _Toc121471241]Figure 117: Authentification des serveurs 5/9
Je vais tester l'authentification
[image: ]
[bookmark: _Toc121471242]Figure 118: Authentification des serveurs 6/9
Même principe pour le serveur samba 4, je choisis ici comme utilisateur administrator
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[bookmark: _Toc121471243]Figure 119: Authentification des serveurs 7/9
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[bookmark: _Toc121471244]Figure 120: Authentification des serveurs 8/9
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[bookmark: _Toc121471245]Figure 121: Authentification des serveurs 9//9
[bookmark: _Toc116645438][bookmark: _Toc120260350]

[bookmark: _Toc126319050]Mise en place d'une solution pour accéder au ressources : Guacamole

[bookmark: _Toc126319051]Présentation

Apache Guacamole est une solution Open Source gratuite qui permet de mettre en place des accès à distance à travers un portail Web sur différents équipements.
Il est possible à travers le portail Web de gérer plusieurs utilisateurs et connexions, de les regrouper dans des groupes, de configurer des contraintes d’accès (horaire, nombre de connexion …) et d’enregistrer les sessions en vidéo.
Apache Guacamole peut supporter les protocoles RDP, SSH, Telnet et VNC.
Pourquoi et comment utiliser Guacamole dans un environnement professionnel pour gérer les accès aux prestataires et les sécuriser?
Beaucoup d’entreprises sont confrontées aux problèmes de gestion des prestataires et surtout de savoir comment leur donner accès au système d’information de la manière la plus sécurisé possible.
La solution est le bastion, qui est une solution logicielle d’accès à distance. Le bastion permet de gérer des comptes en limitant leur accès et en ajoutant des couches de sécurités diverses. Mais le coût des solutions bastion sont un frein à leur adoption.
Or sans solution bastion, les entreprises continuent de gérer comme elles peuvent en subissant souvent les modes de fonctionnement des prestataires, à savoir :
· Multiple solution de prise de main à distance (TeamViewer, AnyDesk, Bureau à distance, VPN …)
· Souvent les mots de passe sont donnés aux prestataires.
· Non-surveillance des accès.
· Peu ou pas de contrôle sur les heures d’accès.
· …
Guacamole va nous permettre de répondre en partie à ces problématiques :
· Centralisation sur un serveur avec accès possible à partir de plusieurs sites géographiques.
· Solution unique de connexion au système d’information par un navigateur Internet.
· Comme il est possible de configurer les connexions aux équipements (SSH, RDP) en indiquant les identifiants, il n’est plus nécessaire de les communiquer, il faut seulement donner les identifiants d’accès au portail web qui doivent être différents. Cette solution permet aussi de limiter le rebond des prestataires sur d’autre équipement.
· Tous les accès sont enregistrés dans Guacamole, il est donc facile de suivre l’activité des prestataires et il est possible d’enregistrer en vidéo les sessions.
· Il est possible de configurer des horaires d’accès sur les comptes, ce qui évite certain débordement.
· Pas d'installation sur les postes clients

Apache Guacamole comprend 2 composants principaux :
· Guacamole Server : Cela fournit tous les composants côté serveur et natifs requis par Guacamole pour se connecter à des ordinateurs de bureau distants.
· Guacamole Client : Il s’agit d’une application Web HTML 5 et d’un client qui vous permet de vous connecter à vos serveurs/ordinateurs de bureau distants.

[bookmark: _Toc120260351][bookmark: _Toc126319052]Mise en place du serveur guacamole

[bookmark: _Toc120260352][bookmark: _Toc126319053]Prérequis

Je vais utiliser une machine virtuelle Ubuntu Server 20.04 avec interface graphique. La configuration est la suivante : 
· Adresse IP : 192.168.10.15/24 (Host Only)
· Passerelle par défaut : 192.168.10.240 (VIP LAN)
· Nom du serveur : srvguacamole
· SSH : Installé et Activé

[bookmark: _Toc120260353][bookmark: _Toc126319054]Mise en statique du serveur

Le fichier de configuration est un fichier *.yaml qui se trouve dans /etc/netplan
[image: ]
[bookmark: _Toc121471246]Figure 122 : IP statique du serveur Ubuntu 1/3
Par défaut, le fichier contient : 
[image: ]
[bookmark: _Toc121471247]Figure 123: IP statique du serveur Ubuntu 2/3
Je le configure en mettant mes paramètres pour obtenir : 
[image: ]
[bookmark: _Toc121471248]Figure 124: IP statique du serveur Ubuntu 3/3

Enfin on tape les commandes: netplan apply
Puis: systemctl restart systemd-networkd
Je vérifie ma configuration en tapant la commande ip a puis en faisant un ping 8.8.8.8
Tout fonctionne correctement.

[bookmark: _Toc120260354][bookmark: _Toc126319055]Présentation de Docker et de Portainer

[bookmark: _Toc120260355][bookmark: _Toc126319056]Présentation de Docker

Docker est une technologie de virtualisation par conteneurs reposant sur LXC (Linux Containers) de Linux. 
Docker va donc nous permettre de lancer certaines applications dans des conteneurs logiciels. En effet Docker permet de créer des conteneurs qui vont uniquement contenir des applications avec leurs dépendances. Avec cet outil on peut donc empaqueter une application et ses dépendances dans un conteneur isolé, puis l'exécuté sur n'importe quel serveur.
Guacamole peut être déployé à l'aide de Docker, éliminant ainsi le besoin de créer un serveur guacamole à partir de la source ou de configurer l'application Web manuellement. Le projet Guacamole fournit des images Docker officiellement prises en charge pour Guacamole et guacd, qui sont mises à jour à chaque version.
[bookmark: _Toc120260356][bookmark: _Toc126319057]Présentation de Portainer

Portainer est une interface Web (WebGUI) open source qui permet de créer, modifier, redémarrer, surveiller… des conteneurs Docker.
Il fonctionne au-dessus de l'API Docker et fournit une présentation détaillée de ce dernier, les fonctionnalités incluent la capacité de gérer des conteneurs, des images, des réseaux et des volumes. Il permet également de déployer des conteneurs à partir d’une configuration, sous forme de stack.
Les fonctions qui nous intéressent particulièrement :
Gestion des applications
· Créer / Démarrer / Arrêter des conteneurs individuels
· Éditer / Dupliquer un conteneur
· Voir les statistiques / journaux des conteneurs Utiliser la console pour interagir avec un conteneur Avoir une vue d’ensemble sur ses conteneurs
Stacks
· Déployer des ensembles de conteneurs
· Éditer / Modifier des ensembles de conteneurs
Les Stacks sont un ensemble de conteneurs déployés via un fichier docker-compose. Le fichier peut-être soit copier/coller et éditer directement dans l’éditeur de Portainer, ou Uploader. Cela permet de déployer rapidement un conteneur (ou un ensemble de conteneurs). L’édition est également facilitée. Après modification du docker-compose présent dans la stack, un seul clic suffit pour que les conteneurs concernés adaptent leur configuration.

[bookmark: _Toc120260357][bookmark: _Toc126319058]Installation de Docker, Docker-compose et de Portainer

Pour commencer nous allons installer docker et docker-compose via la commande :
apt install docker docker-compose
Ensuite nous allons installer Portainer, qui permettra de gérer nos conteneurs via une interface web, nous allons l’installer en tant que conteneur. Mais avant de l’installer, nous devons créer un créer une database pour notre conteneur Portainer :
sudo docker volume create portainer_data
Et enfin on installe le conteneur Portainer via la commande :
docker run -d -p 8010:8010 -p 9000:9000 --name=portainer --restart=always -v /var/run/docker.sock:/var/run/docker.sock -v portainer_data:/data portainer/portainer
Après avoir installé Portainer, on se connecte à l'interface web avec l'adresse du serveur : http://192.168.10.15:9000
On créer un mot de passe à 8 caractères et on sélectionne docker :
[image: ]
[bookmark: _Toc121471249]Figure 125 : connection à l'interface web Portainer
[image: ]
[bookmark: _Toc121471250]Figure 126 : interface web Portainer

[bookmark: _Toc120260358][bookmark: _Toc126319059]Installation de Guacamole

Nous allons installer Guacamole, via docker-compose, pour cela nous allons sélectionner "stack" puis "add stack" :
[image: ]
[bookmark: _Toc121471251]Figure 127 : installation Guacamole 
On nomme notre stack et on ajoute les commandes suivantes :
[image: ]
[bookmark: _Toc121471252]Figure 128 : installation Guacamole 2/5
Cela nous donne :
[image: ]
[bookmark: _Toc121471253]Figure 129 : installation Guacamole 3/5
Et enfin, on peut déployer. Guacamole est accessible depuis l'adresse : http://192.168.10.15:8080/  
Les identifiants par défaut sont guacadmin / guacadmin
[image: ]
[bookmark: _Toc121471254]Figure 130 : installation Guacamole 4/5

[image: ]
[bookmark: _Toc121471255]Figure 131 : installation Guacamole 5/5

[bookmark: _Toc120260359][bookmark: _Toc126319060]Configuration des connexions
	
[bookmark: _Toc120260360][bookmark: _Toc126319061]Configuration et connexion au serveur Ubuntu srvguacamole en SSH

Dans les paramètres, on se rend dans l'onglet Connexions, et on clique sur le bouton "Nouvelle Connexion"
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[bookmark: _Toc121471256]Figure 132 : SSH sur le serveur Ubuntu 1/3

Donnez un nom à la connexion, et choisissez le protocole à utiliser, pour notre cas, ça sera le protocole SSH. On renseigne ensuite :
· Le nom de l’hôte : 192.168.10.15 (srvguacamole)
· Le Port SSH : 22
L’Identifiant et le mot de passe : ibrahim ********

[image: ]
[bookmark: _Toc121471257]Figure 133 : SSH sur le serveur Ubuntu 2/3
Et pour se connecter à notre serveur en SSH, on retourne à la page d’accueil et on sélectionne notre machine Ubuntu srv2 :
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[bookmark: _Toc121471258]Figure 134 : SSH sur le serveur Ubuntu 3/3

[bookmark: _Toc120260361][bookmark: _Toc126319062]Configuration et connexion au firewall Pfsense1 et Pfsense2 en SSH

On refait la même configuration (Attention de bien activer le SSH sur notre Pfsense) :
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[bookmark: _Toc121471259]Figure 135 : SSH sur pfsense1 1/2
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[bookmark: _Toc121471260]Figure 136 : SSH sur pfsense1 2/2
On fait de même pour le pfsense2

[bookmark: _Toc120260362][bookmark: _Toc126319063]Configuration et connexion à notre srvdebiansamba en SSH
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[bookmark: _Toc121471261]Figure 137 : SSH sur srvdebiansamba 1/2
Je me connecte dessus :
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[bookmark: _Toc121471262]Figure 138 : SSH sur srvdebiansamba 2/2

[bookmark: _Toc120260363][bookmark: _Toc126319064]Connexion à notre srv2016 et Pfsense en RDP

Pour nous connecter aux Pfsense via l'interface web, nous devons nous connecter en RDP sur notre serveur Windows 2016. On commence par activer le bureau à distance sur Windows serveur 2016 :
[image: ]
[bookmark: _Toc121471263]Figure 139 : RDP sur Windows serveur 1/3
Ensuite on créer une nouvelle connexion, en précisant le protocole RDP, cela donne :
[image: ]
[bookmark: _Toc121471264]Figure 140 : RDP sur Windows serveur 2/3
Et maintenant nous pouvons nous connecter à notre Pfsense1 via l’interface Web :
[image: ]
[bookmark: _Toc121471265]Figure 141 : RDP sur Windows serveur 3/3



[bookmark: _Toc126319065]Nginx Proxy Manager

[bookmark: _Toc126319066]Présentation de NGINX 

Le gestionnaire de proxy Nginx (NPM) est un système de gestion de proxy inverse fonctionnant sur Docker. NPM est basé sur un serveur Nginx et offre aux utilisateurs une interface Web simple et efficace pour une gestion plus facile.
L'outil est facile à configurer et ne nécessite pas que les utilisateurs sachent travailler avec les serveurs Nginx ou les certificats SSL. 
NPM est un outil open source maintenu par des développeurs du monde entier. Il est bien adapté aux petits environnements de serveur et aux environnements de laboratoire privés. 
L’objectif ici est de pouvoir associer un nom de domaine public à notre service Guacamole, afin de pouvoir gérer nos serveurs à distance, sans être dans le réseau LAN.

[bookmark: _Toc126319067]Création d'un nom de domaine publique à l'aide de freenom

Freenom est un fournisseur de domaines gratuits. La prise en main de leur interface d'utilisation est simple. Il convient parfaitement pour ce que je souhaite mettre en place.
Pour commencer il faut s'inscrire sur le site freenom.com, pour cela on va dans "Services" / "Register a New Domain"
[image: ]
[bookmark: _Toc121471266]Figure 142 : Création d'un nom de domaine publique 1/3
On nous demande de saisir un nom de domaine et de vérifier s'il est disponible. Je choisis domaintraore
[image: ] [image: ]
On choisit ensuite une extension parmi celles proposées :
[image: ]
[bookmark: _Toc121471267]Figure 143 : Création d'un nom de domaine publique 2/3
 
Je fais un enregistrement de type A qui va me permettre de faire la correspondance entre mon nom de domaine et l'adresse IP publique (ipv4) de ma box internet. 
[image: ]
[bookmark: _Toc121471268]Figure 144 : Création d'un nom de domaine publique 3/3
Il me reste plus qu'à rendre accessible mon serveur depuis l'extérieur. 

[bookmark: _Toc126319068]Configuration de la DMZ et redirection de ports sur ma box internet

Je possède une Freebox. La box de ce FAI dispose d'une DMZ qui va nous permettre de rediriger tous les accès depuis l'extérieur vers une machine dédiée, qui est ici notre cluster de pfsense, plus précisément l'interface VIP WAN du pfsense. 
Pour configurer la Freebox, je me rends sur l'interface graphique de ma box qui se trouve sur :
http://mafreebox.freebox.fr/
Ensuite je vais dans "paramètre de la Freebox" / sur "Gestion des ports". J'active la DMZ et j'entre pour "IP DMZ" le VIP WAN de mon pfsense, ce qui donne :
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[bookmark: _Toc121471269]Figure 145 : Configuration de la Freebox
 Maintenant tous les ports réseau sont associés au pfsense.

[bookmark: _Toc126319069]Installation de Nginx Proxy Manager via Portainer

Nous allons installer Nginx Proxy Manager via docker-compose sur l’interface Web Portainer, pour cela on se rend sur Portainer et on créer un nouveau stack, on copie les commandes suivantes :
[image: ]
[bookmark: _Toc121471270]Figure 146 : Installation de Nginx Proxy Manager 1/10
Cela nous donne : 
[image: ]
[bookmark: _Toc121471271]Figure 147: Installation de Nginx Proxy Manager 2/10
Et on déploie. Une fois la configuration de Nginx Proxy Manager terminée, la console d'administration sera accessible sur le port 81 de l'adresse localhost.
Lorsque Nginx Proxy Manager démarre pour la première fois, connectez-vous avec le nom d'utilisateur et le mot de passe suivants :
Nom d’utilisateur par défaut du gestionnaire de proxy : admin@example.com
Mot de passe par défaut du gestionnaire de proxy : changeme
Le nom d'utilisateur et le mot de passe par défaut du gestionnaire de proxy Nginx ne peuvent être utilisés qu'une seule fois. Lorsque vous vous connectez, il vous sera demandé de mettre à jour et de modifier vos informations d'identification.

[image: ]
[bookmark: _Toc121471272]Figure 148 : Installation de Nginx Proxy Manager 3/10
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[bookmark: _Toc121471273]Figure 149: Installation de Nginx Proxy Manager 4/10
Après avoir vérifié que Nginx Proxy Manager est en cours d'exécution, nous pouvons ajouter un hôte proxy pour exposer un service en cours d'exécution sur le serveur.  

Hosts > Proxy Hosts > Add Proxy Host
[image: ]
[bookmark: _Toc121471274]Figure 150: Installation de Nginx Proxy Manager 5/10

Je sélectionne le mode de fonctionnement, par exemple HTTP. Ensuite, j'ajoute le nom de domaine, le nom d'hôte Forward /l'IP le Forward Port. 
Nom de domaine : extra.domaintraore.cf
Hôte forward : IP du serveur Ubuntu : 192.168.10.15
Forward Port : le port de guacamole: 8080 
[image: ]
[bookmark: _Toc121471275]Figure 151: Installation de Nginx Proxy Manager 6/10

Ensuite je configure le SSL pour attribuer un certificat à Guacamole et forcer la connexion en SSL et je sauvegarde.

[image: ]
[bookmark: _Toc121471276]Figure 152: Installation de Nginx Proxy Manager 7/10
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[bookmark: _Toc121471277]Figure 153: Installation de Nginx Proxy Manager 8/10
Maintenant je peux me connecter depuis le WAN en utilisant le nom de domaine extra.domaintraore.cf
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[bookmark: _Toc121471278]Figure 154: Installation de Nginx Proxy Manager 9/10
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[bookmark: _Toc121471279]Figure 155: Installation de Nginx Proxy Manager 10/10



[bookmark: _Toc126319070]Conclusion
Ce projet a permis de mettre en place et de tester la solution open source Samba 4 qui est une alternative à Windows serveur 2016. Samba permet d'économiser des licences Microsoft, appelés CAL (Client Access Licenses). En effet, une fois la période de grâce de 120 jours passés, une licence est nécessaire pour accéder aux services de Windows serveur. Par exemple un Device  CAL coûte entre 15€ et 20€ et un pack CAL User de 5 utilisateurs coute 80€ en moyenne. Pour le bureau à distance RDS, un pack de 5 Device CAL coûtent 180€ en moyenne et c'est à peu près identique pour un pack de 5 CAL User.
On a choisi un serveur Debian 11 core car Debian est un logiciel libre, fiable, stable et sûr. Il est facile de garder son système d'exploitation à niveau.
Ce projet a permis de mettre en place un Fail-over avec pfsense pour assurer la continuité du trafic internet en cas de panne. Le prix d'un firewall Netgate intégrant pfsense varie de 180€ à 600€. Il existe des Firewall propriétaires. Parmi eux, Fortinet a connu une grande croissance chez les fournisseurs de solutions firewall au cours des dernières années. Elle offre désormais toute une gamme de produits qui conviennent tant aux petites qu’aux grandes organisations. Le FortiGate 30E est vendu environ 560 $. La protection complète coûte environ 300 $ par an.
Enfin ce projet a permis de mettre en place avec la solution Guacamole, des connexions SSH et RDP permettant un accès centralisé aux différents serveurs utilisés dans ce projet, permettant ainsi leur gestion distante, via une interface web, ici Nginx Proxy Manager.
Une alternative de Nginx Proxy Manager serait la solution d'Amazon Elastic Load Balancing qui coûterait une vingtaine d'euros par mois
Comme amélioration du projet, on pourrait ajouter un serveur d'authentification RADIUS qui est un protocole réseau de type AAA (Authentication, Authorization, Accounting/Auditing). Cela va permettre de centraliser tous les utilisateurs sur le même serveur RADIUS et éviter d'avoir à créer des utilisateurs sur chacun des équipements. C'est un gain de temps et la centralisation des utilisateurs est un atout non négligeable en termes de sécurité. Radius peut aussi bien être installé en tant que rôle sur Windows serveur que sur Linux en open source.
Pour améliorer la sécurité, on peut aussi mettre en place le port knocking, qui est une technique utilisée pour améliorer la sécurité d'un serveur. Cette technique fonctionne avec le pare-feu et contrôle l'accès à  un port en n’autorisant que les utilisateurs légitimes à accéder au service exécuté sur un serveur comme le SSH. Les ports seront fermés sur le pare-feu pfsense puis une séquence prédéfinie sera nécessaire pour accéder au port et le client s’y connecte de manière classique.
La logique derrière le port knocking est de protégez le système Linux des scanners de ports automatisés qui rôdent pour les ports ouverts.



[bookmark: _Toc126319071]Annexes / aide-mémoire / index
[bookmark: _Toc126319072]Glossaire des termes

C/ Carte réseau VMware : Bridge, NAT et Host-only 
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C/ Cluster : La haute disponibilité (ou high avaibality en Anglais) serait très compliquée sans les technologies de clustering. Un cluster est un regroupement de plusieurs entités informatique (souvent des serveurs) formant un groupe dans le but de mutualiser leurs ressources. De nombreuses technologies existent pour mettre en grappe des applications, services ou des machines entières.
Chaque entité formant le cluster est appelée un nœud. On distingue deux types de cluster principaux :
· Le Cluster Fail over (Basculement) fonctionnant en mode actif/passif
· Le Cluster LoadBalancing (Répartition de charge) fonctionnant de manière dynamique

La technologie Fail over consiste à redonder une entité principale sur d’autre entités de secours (souvent appelés « backup ») à l’identique afin que les unités backup prennent le relais en cas de défaillance de l’entité principale. Si l’entité principale tombe en panne, le ou les « entités » backup prennent immédiatement le relais et ce en toute transparence pour les utilisateurs finaux. Pour être efficace un cluster Fail over doit pouvoir assurer trois services :
Synchroniser en temps réel les données de l’entité principale à ses entités backup dans une relation maitre esclave. Grâce à cela les entités backup sont des copies miroir de l’entité principale. Il est également important en cas de panne du nœud principal, que le nœud de secours puisse synchroniser les changements quand il était en service au nœud principal une fois remis en fonctionnement. 
-Les nœuds doivent pouvoir détecter quand un autre nœud est en panne et déterminer s’ils doivent prendre le relais.
-Chaque nœud doit partager soit un nom DNS identique soit une adresse IP virtuelle. Dans le cas d’un nom DNS, l’enregistrement doit pointer sur toutes les adresses IP des nœuds de cluster, de telle manière que le nom puisse faire correspondre aussi bien à l’adresse IP du nœud principal que du nœud de secours. 
Le cluster Fail-over présente un inconvénient. Les nœuds de secours ne travaillent pas et leurs ressources ne sont pas utilisées pour d’autres usages car elles sont mobilisées en cas de panne du nœud principal
[image: ].


D/ DMZ : une zone démilitarisée, ou DMZ (en anglais, demilitarized zone) est un sous-réseau séparé du réseau local et isolé de celui-ci ainsi que d'Internet (ou d'un autre réseau) par un pare-feu. Ce sous-réseau contient les machines étant susceptibles d'être accédées depuis Internet, et qui n'ont pas besoin d'accéder au réseau local.

Les services susceptibles d'être accédés depuis Internet seront situés en DMZ, et tous les flux en provenance d'Internet sont redirigés par défaut vers la DMZ par le pare-feu. Le pare-feu bloquera donc les accès au réseau local à partir de la DMZ pour garantir la sécurité. En cas de compromission d'un des services dans la DMZ, le pirate n'aura accès qu'aux machines de la DMZ et non au réseau local.
[image: ]

Fail-over : Cette capacité existe pour tout type d'équipements réseau : du serveur au routeur en passant par les pare-feu et les commutateurs réseau (switch). Le basculement intervient généralement sans action humaine et même bien souvent sans aucun message d'alerte. Le basculement est conçu pour être totalement transparent.
FQDN : On entend par Full Qualified Domain Name (FQDN), ou Nom de domaine pleinement qualifié un nom de domaine écrit de façon absolue, y compris tous les domaines jusqu'au domaine de premier niveau (TLD), il est ponctué par un point final, par exemple fr.wikipedia.org.

K/ Kerberos : Kerberos est un protocole d'authentification réseau qui repose sur un mécanisme de clés secrètes (chiffrement symétrique) et l'utilisation de tickets, et non de mots de passe en clair, évitant ainsi le risque d'interception frauduleuse des mots de passe des utilisateurs. Kerberos dialogue en UDP sur le port 88 par défaut.

P/ Putty : Putty est un émulateur de terminal doublé d'un client pour les protocoles SSH, Telnet, rlogin, et TCP brut. Il permet également des connexions directes par liaison série RS-232. À l'origine disponible uniquement pour Windows, il est à présent porté sur diverses plates-formes Unix (et non-officiellement sur d'autres plates-formes). 
C'est un logiciel libre distribué selon les termes de la licence MIT.
P/ Proxy et Reverse Proxy : un proxy ou serveur mandataire est un ordinateur, ou un système logiciel exécuté sur un ordinateur, qui sert d'intermédiaire dans l'échange entre deux hôtes. Le Proxy peut être placé sur le serveur d'un pare-feu ou sur un serveur séparé qui transmet les demandes par l'intermédiaire du pare-feu. L’objectif de base d’un serveur proxy est de prendre les requêtes du client à la place d’un serveur et de les transférer avec sa propre adresse IP à l’hôte cible. Pour cela, il n’existe pas de connexion directe entre l’émetteur et le destinataire.
· Proxy (protection du client) : un serveur proxy, installé en tant qu’intermédiaire entre un réseau privé (LAN) et le Web, permet de protéger efficacement les ordinateurs locaux des influences du réseau public. Les requêtes provenant du LAN sont interceptées par le proxy et transmis avec son adresse IP en tant qu’émetteur à l’hôte cible. Les paquets de réponses provenant du Web ne sont pas adressés au client dans le LAN mais passent par le serveur proxy avant d’être transférés à leur cible véritable. En général, le serveur proxy sert d’instance de contrôle. Les systèmes de sécurité correspondants ne doivent pas être installés sur chaque client du réseau mais sur un nombre gérable de serveurs proxy.
· Proxy inverse (protection du serveur) : un serveur proxy peut également protéger les serveurs Web face aux accès provenant du réseau public. Il est comparable à un proxy classique sauf que les clients internet ne sont pas directement en contact avec l’hôte cible. Au lieu de quoi, les requêtes sont reçues par le proxy qui vérifie si elles sont conformes aux règles de sécurité de configuration. En cas de doute, ces dernières sont transmises au serveur en arrière-plan. Il est mis en général au-devant d’un serveur (web par exemple), et il permet donc d’augmenter la sécurité et effectuer du caching. Si le client essaye de contacter le serveur et qu’il ne respecte pas certaines règles de sécurité, sa demande est rejetée.

R/ RDP : Le RDP (Remote Desktop Protocol) est un protocole permettant d'utiliser un ordinateur de bureau à distance. Le protocole RDP a été initialement publié par Microsoft. Il est disponible pour la plupart des systèmes d'exploitation Windows, mais il peut également être utilisé avec les systèmes d'exploitation Mac.
R/RSAT : Remote Access Management Tools ou les Outils d'administration de serveur distant pour Windows 10 permettent aux administrateurs informatiques de gérer Windows Server Technical Preview à partir d'un ordinateur distant exécutant la version complète de Windows 10. Les Outils d'administration de serveur distant pour Windows 10 comprennent le Gestionnaire de serveur, des composants logiciels enfichables MMC (Microsoft Management Console), des consoles, des fournisseurs et des applets de commande Windows PowerShell, ainsi que certains outils en ligne de commande pour la gestion des rôles et des fonctionnalités exécutés sur Windows Server Technical Preview.
IMPORTANT : À partir de la mise à jour d’octobre 2018 de Windows 10, ajoutez des outils RSAT directement à partir de Windows 10. Il suffit d’aller à « Gérer les fonctionnalités facultatives » dans Paramètres et de cliquer sur « Ajouter une fonctionnalité » pour afficher la liste des outils RSAT disponibles.
Samba : Samba est la suite de programmes d'interopérabilité Windows standard pour Linux et Unix. Samba est un logiciel libre sous licence GNU General Public License , le projet Samba est membre de la Software Freedom Conservancy .
Depuis 1992 , Samba fournit des services de fichiers et d'impression sécurisés, stables et rapides pour tous les clients utilisant le protocole SMB/CIFS, tels que toutes les versions de DOS et Windows, OS/2, Linux et bien d'autres.
Samba est un composant important pour intégrer de manière transparente les serveurs et postes de travail Linux/Unix dans les environnements Active Directory. Il peut fonctionner à la fois en tant que contrôleur de domaine ou en tant que membre de domaine régulier.

S/ SSH : Secure Shell (SSH) est à la fois un programme informatique et un protocole de communication sécurisé. Le protocole de connexion impose un échange de clés de chiffrement en début de connexion. Par la suite, tous les segments TCP sont authentifiés et chiffrés. Il devient donc impossible d'utiliser un sniffer pour voir ce que fait l'utilisateur. On peut donc établir une communication chiffrée sur un réseau informatique (intranet ou Internet) entre une machine locale (le client) et une machine distante (le serveur).
S/ Stack : c'est l'ensemble des technologies et composants utilisés pour développer et faire tourner un produit logiciel ou encore liste de tous les outils technologiques utilisés pour développer et faire fonctionner un programme.
V/ VIP : Virtual IP ou adresse IP virtuelle : C'est une adresse IP non connectée à un ordinateur ou une carte réseau (NIC) spécifiques. Les paquets entrants sont envoyés à l'adresse IP virtuelle, mais en réalité ils circulent tous via des interfaces réseau réelles.
Les VIP sont surtout utilisées pour la redondance de connexion : si un ordinateur ou une carte réseau tombe en panne, un autre ordinateur ou une autre NIC peuvent alors reprendre la connexion.
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Niveau d’authentification d"approbations sortantes — Forét spécifiée

Les utisateurs dans la forét locale peuvent étre authentfiés pour utiser toutes les
ressources dans la forét spécfiée ou uniquement les ressources que vous
spéchiez.

Sélectionner I'étendue de |'authentification pour les utiisateurs & partir de la forét locale.

(@ Authentification pour toutes les ressources de la forét
Windows authentifiera automatiquement les utilisateurs de la forét locale pour toutes les
ressources de la forét paris Jan. Cette option est préférable lorsque les deux foréts
appartiennent 3 la méme organisation.

O Adhertfication sélecti
Windows n'authentfiera pas automatiquement les tiisateurs de la forét locale pour
mhmhhfu&mhla&mmlm&eﬂ
Assistant, 4 chaque domaine et serveur que vous voulez

mmmahmmmmuﬁmsum
appartiennent  des organisations dfférentes.
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Fin de la création de |"approbation
La relation d'approbation a été créée.

Etat des modfications :

La relation d tion 3 été créée.
Domaine spécffié : paris lan

Direction :

Bidirectionnel : les utilisateurs dans le domaine local peuvent s‘authentifier dans le
domaine spécfié et les utilisateurs dans le domaine spécifié peuvent s authentifier
dans le domaine local.

Type d'approbation : Approbation de la forét

Niveau d'authentification d'approbations sortantes : authentification a I'échelle de v

Pour configurer la nouvelle approbation, cliquez sur Suivant.
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‘Confirmer |"approbation sortante
Vous devez confimer cette approbation uniquement si |'autre cété de
I'approbation a été créé.

Voulez-vous confimer |'approbation sortante ?
(O Non, ne pas confirmer |'approbation sortante
(® Oui, confimer |'approbation sortante
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Fin de P'Assistant Nouvelle
approbation

Vous avez comectement temminé lexéoution de 'Assistant
Nouvele approbation.

Exat des modfications

L refation d'approbation a été créée et corfimée.

Diiger ces noms vers lafort spécifiée.

“parslan

Diiger ces noms vers laforét locale.
o lan

Pourfemer cet Assistant, ciquez sur Teminer
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Général | Approbations  Gérs par
Domaines approuvés par ce domaine (approbations sortantes)
Nom du domaine ~ Type d'approbation  Transtf Propriétés.
parslen Fort ou -

‘Domaines aui approuvert e domaine (approbations entrartes)
Nom du domaine  Type d approbation  Transi Proprctés.
parslan Forét ou 5
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‘Domaines approués par ce domaine (spprobations sortantes)
Nom du domaine  Type d'approbation  Trantf Proprctés.
yonlan Forét ou 5

‘Domaines aui approuvert e domaine (approbations entrartes)
Nom du domaine  Type d'approbation  Trantf Proprctés.
yonlan Forét ou 5
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The system console driver for pfSense defaults to standard “"US™
keyboard map. Other keymaps can be chosen below.

>>> Continue with default keymap

Ly

elect <Cancel>
[Press arrows, TAB or ENTER]





image112.png
Paramétres

@ Accueil

windi

C

Windows\system32\cmd.exe

\windo
Windous

indows ; C: \inc
5C:\Windows

A propos de

Votre ordinateur est surveillé et
protégé.

Spécifications de I'appareil

Nom de 'appareil

Nom complet de I'appareil

Processeur

Mémoire RAM installée

ID de périphérique

D de produit
Type du systeme

Stylet et fonction tactile a fonctionnalité d'entrée tactil
1 t nest pas
disponible sur cet &crar

un

Copier
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A propos de

Votre ordinateur est surveillé et
protégé.

Spécifications de I'appareil

Nom de 'appareil
Nom complet de I'appareil

Processeur

Mémoire RAM installée

ID de périphérique

D de produit
Type du systeme

huindi

Stylet et fonction tactile
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PS C:\Users\Administrateur> (get-aduser -filter <o
N=bind,CNoUsers,DC=Tyon,|

untname -

7nd). DistinguishedName
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Propriétés de: pfsense-admin

Général Membres  Membre de  Géré par

Membres

Nom Dossier Services de domaine Active Directory

i idmm in Jan/Users
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Server Settings

Descriptive name v directory )

Type | LDAP v

LDAP Server Settings
Hostname or IP address 192.168.10.30

NOTE: When using SSL/TLS or STARTTLS, this hostname MUST match a Subject Alternative Name (SAN) or the Common Name (CN) of the LDAP

server SSL/TLS Certificate.
Portvalue | 339 e
Transport | Standard TCP v
Peer Certificate Authority | Global Root CA List v

This CA is used to validate the LDAP server certificate when 'SSL/TLS Encrypted or ‘'STARTTLS Encrypted Transport is active. This CA must match the
CA used by the LDAP server.

Protocol version | 3
Server Timeout | 25 g
Timeout for LDAP operations (seconds)

Searchscope  Level
Entire Subtree v
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Base DN
DC-lyonDC=lan

Authentication containers | CN=Users DC=lyonDC=lan
Note: Semi-Colon separated. This will be prepended to the search base
dn above or the full container path can be specified containing a dc=
component.

Example: CN=Users;DC=example,DC=com or OU=Staff0U=Freelancers

container

Extended query [ Enable extended query

Bind anonymous [ Use anonymous binds to resolve distinguished names

Bind credentials | CN=bind CN=Users DC=lyon DC=lan
User naming attribute ' samAccountName
Group naming attribute | cn
Group member attribute | memberOf
RFC2307 Groups [ LDAP Server uses RFC 2307 style group membership
RFC 2307 style group membership has members lsted on the group object rather than using groups listed on user object. Leave unchecked for Active

Directory style group membership (RFC 2307bis).

Group Object Class | posixGroup
Object class used for groups in RFC2307 mode. Typically "posixGroup or ‘group’.
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Shell Authentication
Group DN

UTF8 Encode

Usemame Alterations

Allow unauthenticated
bind

If LDAP server is used for shell authentication, user must be a member of this group and have a valid posixAccount attributes to be able to login.
Example: CN=Remoteshellusers, CN=Users,DC=example,DC=com

0] UTF8 encode LDAP parameters before sending them to the server.
Required to support intemational characters, but may not be supported by every LDAP server.

0 Do not strip away parts of the usemame after the @ symbol
e.g. user@host becomes user when unchecked.

[0 Allow unauthenticated bind

Unauthenticated binds are bind with an existing login but with an empty password. Some LDAP servers (Microsoft AD) allow this type of bind without
any possiblity to disable it
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Diagnostics / Authentication

User bind authenticated successfully. This user is a member of groups:

« pfsense-admin

[active directory v]

Select the authentication server to test against.

Usemame | bind

Password
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Partitioning
How would you like to partition your disk?

Auto (ZFS) Guided Root-on-2ZFS

fluto (UFS) BI0SMMGuided Disk Setup using BI0S boot method]
Auto (UFS) UEFI Guided Disk Setup using UEFI boot method
Manual Manual Disk Setup (experts)

Shell Open a shell and partition by hand

< UK > <Cancel>
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root@srvguacamole:/etc/netplan# 11
total 24

drwxr-xr-x 2 root root 4096 nov. 2 04:37 ./
drwxr-xr-x 135 root root 12288 nov. 21 02:39 .
SrW-r--r 1 root root 339 oct. 3@ 07:28 @1-network-manager-all.yaml
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Let NetworkManager manage all devices on this system
network:

version: 2

rendere

NetworkManager
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@ Let NetworkManager manage all devices on this system
network:

ethernets:
ens33:
addresses: [192.168.10.15/24]
gateway4: 192.168.10.240
nameservers:

addresses: [8.8.8.8, 8.8.4.4]
dhcpa: false
dhcp6: false
version: 2
renderer: NetworkManager
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version:

services:
guacamole:

image: oznu/guacamole
container name: guacamole
volumes:

- postgres:/config
ports:

- 8080:8080
volumes:

postgres:
driver: local
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Create stack
Stacks > Add stack

Name guacamole

This stack will be deployed using the equivalent of docker-conpose - Of

© Note: Due to alimitation of libcompose. the name of the stack will

Build method

()

[ Web editor
Use our Web editor

Web editor

‘You can get more information about Compose file format in the offici

1 version
2 services:
guacamole:
image: oznu/guacamole
container_name: guacamole
volume:
- postgres:/config
ports:
- 8080:8080
10 volumes:
11 postgres:
12
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Hanual Loniiguration
The installation is now finished.
Before exiting the installer, would
you like to open a shell in the new
systen to make any final manual
Hodifications?

Cves> @R

Corplete
Installation of pfSense
completet Hould you like
to reboot into the
installed system now?

ISR <shell >
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CCONNEXIONS RECENTES & guacadmin ~

TOUTES LES CONNEXIONS Filtre
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PARAMETRES 2 quacadmin -

ssionsactes oo Uniters s [JOMBIRRY s

Cliguer u appuyer sur une connexion endessous pour a grer. Selon vospermisions, es connexions peuvent ére sjoutées,
supprimées, leu propriéts protocoe, nom dhate, port, ) changées.
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Welcone to Uty LTS (6 Linux

* Docunentation: https: //help. ubuntu. con
* Managenent:  ttps://landscape. canonical.con
* Support. hitps: //dbuntu. con/advantage

updstes can b installed imnedistely
of ‘thaza updates are scurity updates
Pour affichar ces nises 5 jour supplenantaires

cuter : apt List --upgradable

New relesse 22
Run “do-reles

LTS’ availsble
parade’ to Upgrads to it

Your Hardvare EnsbLensnt Stack (HIE) is supported until April 2
Last Togin: Wed flov 23 15 2022 from 172.18.0.2
ibrahin@srvguacanole: ~§
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=xx Uelcome to pfSense 2.6.8-RELEASE (amd64) on pfSensel xxx

WAN (wan) -> end -> v
LAN (lan) -> eml -> v

8) Logout (SSH only)
1) Assign Interfaces

2) Set interface(s) IP address

3) Reset webConfigurator password
4) Reset to factory defaults

5) Reboot system

6) Halt system

7) Ping host

8) Shell

Enter an option: J|

192
192.

9
18)
11)
12)
13)
14)
15)
16)

168.8.18/24
168.18.18.24

pfTop
Filter Logs

Restart webConfigurator

PHP shell + pfSense tools
Update from console

Disable Secure Shell (sshd)
Restore recent configuration
Restart PHP-FPM
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192.168.10.15

Linux srvdebisnsanta 5. 1

19-3nds4 #1 SHP Debian 5. 10- 145-2 (2022-10-21) A5k

The prograns included with the Dabian GNU/Linux systen are fre
th Sxact dist ribution tarns for asch progran are d
individsal Files in /usr/share/doc/+/copyright

softuars;
Cribad in the

Debian GMU/Linux cones with A
pernitted by applicable Law
Last Togin: Hon flov 21 16:22:15 2022 from 192.165.10.21
adninistrateur@srvdebiansanba: -5 |

UTELY NO WARRANTY, to the extent
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Nom de fordinateur 2016

Domaine yonan
Pare-feu Windows Domaine : Actif
Gestion a distance. Activé
Association de cartes réseau  Désactivé.

Ethemet0 192.168.10.30, Compatible IPv6
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Starting syslog...done.

Starting CRON... done.

pfSense 2.6.8-RELEASE amd64 Mon Jan 31 19:57:53 UTC 2822

Bootup complete

FreeBSD/amd64 (pfSense.home.arpa) (ttyvd)

UMware Virtual Machine - Netgate Device ID: 4d3a7cf88f6elefb2b77

»xx Welcome to pfSense 2.6.B8-RELEASE (amd64) on pfSense xxx

WAN (wan) -> emB -> v4/DHCP4: 192.168.28.132/24

LAN (lan) -> eml -> vd: 192.168.1.1/24

B8) Logout (SSH only) 9) pfTop

1) Assign Interfaces 18) Filter Logs

2) Set interface(s) IP address 11) Restart webConfigurator

3) Reset webConfigurator password 12) PHP shell + pfSense tools
4) Reset to factory defaults 13) Update from console

5) Reboot system 14) Enable Secure Shell (sshd)
6) Halt system 15) Restore recent configuration
7) Ping host 16) Restart PHP-FPM

8) Shell

Enter an option: [j




image142.png
EDIT CONNECTION

‘CONCURRENCY LIMITS.

Masirum mbero comnectonsperwser: [
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<« ¢} O 8 @ 192.168.10.15:8080/#/client/MwBjAHBVC3RNCMY

Gérer  Outils  Afficher  Aide

B pfSensel homearpa - StatusiDa X
E Tableau de boy

C A Non sécurisé | 192.168.10.10
5 Tous les serve(
AD DS iy Eomion
£ DNs
R Services de fic} Status /

System Information 00 Netgate Services And Support

Name pfansel.home.arpa
Contracttype  Community Support

User 2dmin@192.168.10.30 (Local Database Fallback) Community Support Only.

System VMuware Virtual Machine
Netgate Device ID: fédScdaad8dc7c279b9d

BIOS Vandor: Phoenix Technologies LTD
Version: 6.00

S If you purchased your prSense gateway firewall appliance from

Nelgate and elected Community Support at the paint of sale or
Version 2.6.0-RELEASE (amd64) installed pfSense on your own hardware, you have access to < DatocaterEvlin
built on Mon Jan 31 10:57:53 UTC 2022 various community support resources. This includes the st pout 155 s

FraeBSD 12.3-6TABLE X 1220-1747
0542
v W
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services:

app:
image: 'jc21/nginx-proxy-manager:latest’
restart: unless-stopped

port:
- '80:80" # Public HTTP Port

- '443:443' # Public HTTPS Port
- '81:81" # Admin Web Port
environment:
DB_MYSQL_HOST: "db™
DB_MYSQL_PORT: 3306
DB_MYSQL_USER: "npm"
DB_MYSQL_PASSWORD: "npm"
DB_MYSQL_NAME: "npm"
volumes:
- ./data:/data
- -/letsencrypt:/etc/letsencrypt
depends_on:
- db

db.

image: 'jc21/mariadb-aria:latest’

restart: unless-stopped|

environment:
MYSQL_ROOT_PASSWORD: *npm*
MYSQL_DATABASE: 'npm’
MYSQL_USER: *npm"
MYSQL_PASSWORD: 'npm’

volumes:
- ./data/mysql:/var/lib/mysql
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»xx Welcome to pfSense 2.6.8-RELEASE (amd64) on pfSense xxx

WAN Guan) -> end -> v4/DHCP4: 192.168.28.132/24
LAN (lan) -> eml -> v4: 192.168.1.1/24

8) Logout (SSH only) 9) pfTop

1) Assign Interfaces 18) Filter Logs

2) Set interface(s) IP address 11) Restart webConfigurator

3) Reset webConfigurator password ~ 12) PHP shell + pfSense tools

4) Reset to factory defaults 13) Update from console

5) Reboot system 14) Enable Secure Shell (sshd)
6) Halt system 15) Restore recent configuration
7) Ping host 16) Restart PHP-FPM

8) Shell

Enter an option: 2f|
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Q

NGINX

PROXY MANAGER

v2.9.18

Login to your account

Email address

admin@example.com

Afficher les identifiants enregistrés
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Edituser

Admiisrator

Admin

cungo06gnatcon|

Change Password

pr—
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Add Proxy Host

Proxy Hosts Q search Host

There are no Proxy Hosts

Why don't you create one?
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Edit Proxy Host

4 Details < Custom locations O SSL

Domain Names *

extra.domaintraore.cf

Scheme * Forward Hostname | IP *

http 192.168.10.15

Cache Assets.

@D Websockets Support
Access List

Publicly Accessible

@ Advanced

Forward Port*

8080

©

Block Common Exploits

cancel
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Edit Proxy Host X
4 Details < Custom locations O SSL & Advanced

SSL Certificate

Request anew SSL Certificate
@ ForcessL @ HTTP2 Support
@ HsTsEnabled @ @D HsTS Subdomains
Usea DNS Challenge

Email Address for Let's Encrypt *

ctango220@gmail.com

(J) IAgree tothe Let's Encrypt Terms of Service *

cancel
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Proxy Hosts Q  search Host.
SOURCE DESTINATION ssL AccESS STATUS
extradomaintraore.ct

N hitp://192.168.10.15:8080 Let's Encrypt Public o Online :

Created: 24th November 2022
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Les types de réseau VMWare

Machine virtuelle

AccésauLAN  Adresse IP de LA
Hostonly non now
AT oul Non
Bridged oul oul
LAN (10.0.0.0) LAN (100,00
10001 100.0.1
B vachine note B machine note
— a—
5 .,
1921682311 = 192.168.93.1

VMNet1 (192.168.231.x)

192.168.231.2

B acine viruete

La machine virtuelle a accés uniquement a la machine hote
Sur un réseau privé virtuel (VMNetX).

VU du LAN, il 'y a aucune nouvelle machine.

La machine hite fait office de serveur DHCP.

pour e réseau VMNet.

VMNets (192.168.93.x)

192.168.93.128

B iachine vinuete
—

2,

L machine virtuelle a accés au LAN 3 travers Ia machine hote
par un routage de type NAT (Network Address Translation).

VU du LAN. il 'y a aucune nouvelle machine.

La machine virtuelle envoie ses requétes sur e LAN

en utiisant Fadresse [P de la machine héte.

Nécessite un LAN opérationne et connecté

La machine hite fait office de serveur DHCP.

pour Ie réseau VMNets.

LAN (10.0.0.0)
10001 10002
B vachine note b vachine virtuelie
— A—
%, 2y

La machine virtuelle a accés direct au LAN.
VU du LAN. ily a une nouvelle machine avec sa propre adresse IP.
Nécessite (n LAN opérationnel et connects.

La machine virtuelle utilise le serveur DHCP du LAN (s présent)

© sebrauvase.ner
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Enter an option: 2
Available interfaces:

1 - UAN (erB - dhcp, dhcpB)
2 - LAN (eml - static)

Enter the number of the interface you wish to configure: 1

Configure IPud4 address WAN interface via DHCP? (y/m) n
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Fonctionnement cluster Fail Over
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Schéma réseau d'une utiisation de DMZ avec &
un pare-feu.
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Enter the new WAN IPv4 address. Press <ENTER> for none:
> 192.168.8.18

Subnet masks are entered as bit counts (as in CIDR notation) in pfSense.
e.g. 255.255.255.8 = 24

255.255.8.8 16

255.0.8.8 8

Enter the new WAN IPu4 subnet bit count (1 to 32):
> 24

For a WAN, enter the new WAN IPv4 upstream gateway address.
For a LAN, press <ENTER> for none:
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For a UAN, enter the new WAN IPud4 upstream gateway address.
For a LAN, press <ENTER> for nome:
> 192.168.8.254
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Configure IPu6 address WAN interface via DHCPE? (y/n) n

Enter the new WAN IPuB address. Press <ENTER> for none:
>

Disabling IPud4 DHCPD.
Disabling IPuB DHCPD.

Do you want to revert to HTTP as the webConfigurator protocol? (y/n) y

Please wait while the changes are saved to WAN...
Reloading filter...

Reloading routing configuration

DHCPD. . .

Restarting webConfigurator. ..

The IPu4 UAN address has beenm set to 192.168.8.18/24

Press <ENTER> to continue. ]|
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=xx Uelcome to pfSense 2.6.8-RELEASE (amd64) on pfSense xxx

WAN (wan)
LAN (lan)

8)
1)
2)
3)
4)
5)
6)
7
8)

-> v
-> v

-> end
-> eml

Logout (SSH only)
Assign Interfaces

Set interface(s) IP address
Reset webConfigurator password
Reset to factory defaults
Reboot system

Halt system

Ping host

Shell

Enter an option: 2

Available interfaces:

1-
2 -

WAN (emd - static)
LAN (emi - static)

Enter the number of the interface you

192
192.

168.8.18/24
168.1.1/24

9
18)
11)
12)
13)
14)
15)
16)

pfTop
Filter Logs

Restart webConfigurator

PHP shell + pfSense tools
Update from console

Enable Secure Shell (sshd)
Restore recent configuration
Restart PHP-FPM

wish to configur

2
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Enter the number of the interface you wish to configure: 2

Enter the new LAN IPu4 address. Press <ENTER> for nome:
> 192.168.10.18

Subnet masks are entered as bit counts (as in CIDR notation) in pfSemse.
e.y. 255.255.255.8 = 24

255.255.9.8 16

255.8.8.8 =8

Enter the new LAN IPud submet bit count (1 to 32):
> 24

For a WAN, enter the mew LAN IPu4 upstream gateway address.
For a LAN, press <ENTER> for nome:
>

Enter the new LAN IPuB address. Press <ENTER> for nome:

>
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Enter the new LAN IPUB address. Press <ENTER> for none:
>

Do you want to enable the DHCP server on LAN? (y/n) n
Disabling IPu4 DHCPD
Disabling IPuS DHCPD

Please wait while the changes are saved to LAN...
Reloading filter
Reloading routing configuration...
DHCPD. . .

The IPv4 LAN address has been set to 192.168.18.18/24
You cam now access the webConfigurator by opening the following URL in your web
browser :

http://192.168.18.18/

Press <ENTER> to continue. ]
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Starting CRON... done
Starting package OpenUPN Client Export Utility...done
pfSense 2.6.B8-RELEASE ard64 Mon Jan 31 19:57:53 UTC 2822

Bootup complete

FreeBSD/amd64 (pfSensel.hove.arpa) (ttyvd)
UMware Uirtual Machine - Netgate Device ID: fBdScdaadBdc?c279b9d

=xx Uelcome to pfSense 2.6.8-RELEASE (amdB4) on pfSensel wxwx

WAN Guan) -> end -> v4: 192.168.8.18/24
LAN (lan) -> eml -> v4: 192.168.18.18/24

8) Logout (SSH only) 9) pfTop

1) Assign Interfaces 18) Filter Logs

2) Set interface(s) IP address 11) Restart webConfigurator

3) Reset webConfigurator password ~ 12) PHP shell + pfSense tools

4) Reset to factory defaults 13) Update from console

5) Reboot system 14) Disable Secure Shell (sshd)
6) Halt system 15) Restore recent configuration
7) Ping host 16) Restart PHP-FPM

8) Shell

Enter an option: J|
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Starting CRON... done.

Starting package OpenUPN Client Export Utility...done
pfSense 2.6.B8-RELEASE ard64 Mon Jan 31 19:57:53 UTC 2822

Bootup complete

FreeBSD/amd64 (pfSense2.hove.arpa) (ttyvd)

UMuare Uirtual Machine - Netgate Device ID: SdeefB116a7c9aablbSe

xxx Uelcome to pfSense 2.6.8-RELEASE (amdB4) on pfSense2 xwx

WAN (wan) -> end -> v
LAN (lan) -> eml -> v

8) Logout (SSH only)
1) Assign Interfaces

2) Set interface(s) IP address

3) Reset webConfigurator password
4) Reset to factory defaults

5) Reboot system

6) Halt system

7) Ping host

8) Shell

Enter an option: [|

192
192.

9
18)
11)
12)
13)
14)
15)
16)

168.8.11/24
168.18.11/24

pfTop
Filter Logs

Restart webConfigurator

PHP shell + pfSense tools
Update from console

Enable Secure Shell (sshd)
Restore recent configuration
Restart PHP-FPM
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Set Admin WebGUI Password
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Wizard complete:

Congratulations! pfSense is now configured.

We recommend that you check to see if there are any software updates available. Keeping your software up to date is one of the most important
things you can do to maintain the security of your network.

Remember, we're here to help.

Click here tolearn about Netgate 24/7/365 support services.

User survey

Please help all the people involved in improving and expanding pfSense software by taking a moment to answer this short survey (all answers are
anonymous)
Anonymous User Survey

Useful resources.

+ Leam more about Netgate's product line, services, and pfSense software from our wel
+ To leam about Netgate appliances and other offers, visit our store

+ Become part of the pfSense community. Visit our forum

+ Subscribe to our newsletter for ongoing product information, software announcements and special offers.
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Edit Virtual IP

Type

Interface

Virtual IP Password

VHID Group

Advertising frequen

Description

O Alias ©CARP O Proxy ARP O Other
WAN v
Single address v
192.168.0.240

The mask must be the network's subnet mask. It does not specify a CIDR range.

Enter the VHID group password. Confirm
1 v
Enter the VHID group that the machines will share.

1 v 0

Base Skew

24 v

The frequency that this machine will advertise. 0 means usually master. Otherwise the lowest combination of both values in the cluster determines the

master.

CARP WAN

A description may be entered here for administrative reference (not parsed).
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The mask must be the network’s subnet mask.t does ot specify a CIDR ange.

Enterthe VHID group password. Confim
2 B
Enter the VHID group tht the machines vl share.

1 < (o .
Base Scew

combinationof both values i the custe

“Thefrequency thet this machine willadvertise. 0 means usually master. Otherwise the o temines the

CARPLAN

A description may be entered here for administativereference (not parsed).
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Firewall / Virtual IPs
Virtual IP Address
Interface Type Description Actions
WAN CARP CCARP WAN Vdi
CARPLAN s

Virtual IP address
192.168.0.240/24 (vhid: 1)
LAN CARP

192.168.10.240/24 (vhid: 2)
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Firewall / NAT/ Outbound

PortForward 11

Outbound NA

Outbound NPt
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Edit A

nced

Disabled

Donot NAT

Interface

Protocol

Source

Destination

utbound NAT Entr,

0 Disable this rule

00 Enabling this option willdisable NAT for taffic matching ths rule and stop processing Outbound NAT rules
Inmost cases this option s not required.

WaN v

“The interface on which traffc is matched as it exits the frewall. In most cases this is 'WAN" or another externally-connected interface.

Pva v

‘Select the Interet Protocol version this rule applies to.

any v

Choose which protocol this rule should match. In most cases "any’ s specified

Network v (19216800 A2 v

Type Source network for the outbound NAT mapping. Port or Range
Any v I v

Type Destination network for the outbound NAT mapping. Port or Range

O Not

Invert the sense of the destination match.
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Translation

Address | 192.168.0.240 (CARP WAN) v
Connections matching this rule will be mapped to the specified Address.
The Address can be an Interface, a Host-type Alias, or a Virtual IP address.

Port or Range O Static Port
Enter the external source Port or Range used for remapping the original
source port on connections matching the rule.

Port ranges are a low port and high port number separated by "
Leave blank when Static Port is checked.

NoXMLRPCSyne [

Prevents the rule on Master from automatically syncing to other CARP members. This does NOT prevent the rule from being overwritten on Slave.

Description | Utilisation de Iadresse VIP sur WAN

A description may be entered here for administrative reference (not parsed).

Rule Information

Created  10/30/22 02:34:11 by admin@192.168.10.1 (Local Database)

Updated  10/30/22 02:35:56 by admin@192.168.10.1 (Local Database)
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System / High Availability Sync [N >)

pfsyne transfersstate inserton, update, and deletion messages between frewalls.
Each firewall sends these messages out via multicast on a specifed intrface, uing the PFSYNC protoco (I Protocol 240). It also istens onthat
inteface for similar messages from other firewalls, and imports them ino thelocal stae tabl.

This setting should be enabled on all members of a failover roup

Clicking "Save" will force 2 configuration syn it enabled! (see Configuration Synchronization Settings below)

Synchronize Interface | LAN v
If Synchronize States is enabled ths interface will be used for communication.
It recommended to set this to an interface other than LAN! A dedicated interface works the best.
An IP must be defined on each machine partiipating in this failover group.
An IP must be assigned to the interface on any participating sync nodes.

pfsync Synchronize Peer | 192.168.10.11

TP Setting this option will force pfsync to synchronize is state table o this IP address. The default s directed multcast.
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Synchronize Config to IP

Remote System
Usemame.

Remote System

‘Synchronize admin

192168.10.11
Enter the IP address of the firewall 1o which the selected configuration sections should be synchronized
XMLRPC sync is currently only supported over connections using the same protocol and port asthis system - make sure the remote system's port and
protocol are set accordingly!
Do not use the Synchronize Config to IP and password option on backup cluster members!
admin

Enter the webConfigurator usemame of the system entered above for synchronizing the configuration.
Do not use the Synchronize Config to IP and usemame option on backup cluster members!

Enter the webConfigurator password of the system entered above for Confirm
‘synchronizing the configuration.

Do not use the Synchronize Config to IP and password option on backup

cluster members!

synchronize admin accounts and autoupdate sync password
By default, the admin account does not synchronize, and each node may have a different admin password.
This option automaically updates XMLRPC Remote System Password when the passwordis changed on the Remote System Userame account
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Firewall / Rules / Edit =wBEe

Edit Firewall Rul

Action | Pass v

Choose what to do with packets that match the criteria specified below.
Hint: the difference between block and reject is that with reject, a packet (TCP RST or ICMP port unreachable for UDP) i retumed to the sender,
whereas with block the packet is dropped silenty.In either case, the original packetis discarded.

Disabled [ Disable this rule:
Set this option o disable this rle without removing it from the st

Interface | LAN v

Choose the interface from which packets must come to match this rue.

Address Family | |pud v
Select the Internet Protocol version this rule applies to.

Protocol | TCP v
Choose which IP protocol this rule should match.
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Source [ Invert match Single host or alias v cluster / v

i

‘The Source Port Range for a connection s typically random and almost never equ to the destination port. In most cases this setting must remain at

ay A

its default value, any.

Destination (] Invert match “This firewall (self) v / v

DestinationPortRange | HTTPS(443) WTTPS @Y v
stom To Custom

From

‘Specify the destination port o port range for this rule. The “To' field may be left empty if ony filtering a single port
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Extra Options

Log  [J Logpackets that are handled by this rule

Hint: the firewall has limited local log space. Don't tun on logging for everything. If doing a lot of logging, consider using a remote syslog server (see
the Status: System Logs: Settings page).

Description | Autorisation flux https pour la réplication

Adescription may be entered here for administrative reference. A maximum of 52 characters will be used in the ruleset and displayed in the firewall
log

Advanced Options

Rule Information

TrackingID 1667098244

Created  10/30/22 02:50:44 by admin@192.168.10.1 (Local Database)

Updated  10/31/22 14

:46 by admin@192.168.10.15 (Local Database)
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Firewall/ Rules / Edit =

20

Edit Firewall Rule

Action

Disabled

Interface

Address Family

urce

Source

Pass v

Choose what to do with packets that match the criteria specified below.
Hint: the difference between block and reject s that with reject, a packet (TCP RST or ICMP port unreachable for UDP) s retumed to the sender,
‘whereas with block the packet i dropped silently.In ither case, the original packet is discarded.

0 Disable this rue
Setthis option to disable this rule without removing it fom the st

N <

Choose the interface from which packets must come to match this ule.

iPvé <
Select the Internet Protocol version this ule applies to.

PFSYNG v
Choose which IP protocol this rule should match.

O Invert match ‘Single host or alias. v| [ cluster / S
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Destination

Destination [ Invert match This firewall (self) v Destination Address / v

Extra Options

Log  [J Log packets that are handled by this rule
Hint: the firewall has limited local log space. Don't tun on logging for everything. If doing a lot of logging, consider using a remote syslog server (see
the Status: System Logs: Settings page).

Description | Autorisation flux pfsync pour la réplication
Adescription may be entered here for administrative reference. A maximum of 52 characters will be used in the ruleset and displayed in the firewall
log.

Advanced Options

Rule Information

TrackingID 1667098448

Created  10/30/22 02

:08 by admin@192.168.10.1 (Local Database)

Updated  10/31/22 14:23:13 by admin@192.168.10.15 (Local Database)
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Debian GNU/Linux installer menu (BIOS mode)
Graphical install

Advanced options

Accessible dark contrast installer menu
Help

Install with speech synthesis
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I [!] Configurer leréseau
Veuillez indiquer le nom de ce systéme.
Le nom de machine est un mot unique qui identifie le sustéme sur le réseau. SI vous ne
connaissez pas ce nom, demandez-le a votre adninistrateur réseau. Si vous installez votre
propre réseau, vous pouvez mettre ce que vous voulez.

Nom de machine :

<Revenir en arriére> <Continuer>
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[!] Configurer le réseau

Le domaine est la partie de l'adresse Internet gui est & la droite du nom de machine. Il
se termine souvent par .com, .net, .edu, ou .org. Si vous paramétrez votre propre réseau
vous pouvez mettre ce gue vous voulez mais assurez-vous d'employer le méme nom sur toutes
les machines.

Domaine

<Revenir en arriére>
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[11] Partitionner les disques

Le programme d'installation peut vous assister pour le partitionnement d'un disgue (avec
plusieurs choix d'organisation). Vous pouvez également effectuer ce partitionnement
vous-méme. 51 vous choisissez le partitionnement assisté, vous aurez la possibilité de
vrifier et personnaliser les chaix effectués

8i vous choisissez le partitionnement assisté pour un disgue complet, vous devrez ensuite
choisir le disgue & partitionner

MEthode de partitionnement

Assisté - utiliser tout un disque avec LVK
Assisté - utiliser tout un disque avec LVM chiffré
Hanuel

<Revenir en arrigre>
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1 [!] stlection des logiclels

Actuellement, seul le systéme de base est installé. Pour adapter 1'installation & vos
besoins, vous pouvez choisir d'installer un ou plusieurs ensembles prédéfinis de
logiciels.

Logiciels & installer

[x] ser
[+ utilitair
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1L semble que cette nouvelle installation soit le seul susténe d'exploitation existant
Sur cet ordinateur. Si c'est blen le cas, il est possible d'installer le programe de
dénarrage GRUB sur le disaue principal (partition UEFT ou secteur damorcage)

Attention : si le programe o' installation ne détecte pas un systéne d'exploltation
installé sur L'ordinateur, cels enpéchera tengorairerent ce susténe de dénarrer.
Toutefois, le programme de dérarrage GRUS pourra etre fanuellenent recon iguré plus tand
pour perméttre ce damarrage.

Installer le programe de dénarrage GRUS sur le disaue principal 7
<Revenir en arciére> [0, RIS
—————1 [1] Installer le progranne de démarrage GAUS ————

1L semble que cette nouvelle installation soit le seul susténe d'exploitation existant
Surcet ordinateur. S c'est blen le cas, il est possible d'installer le programe de
dénarrage GRUB sur ' le disaue principal (partition UEFT ou secteur damorcage)
Attention : si le programe o' installation ne détecte pas un systéne d'exploltation

installé sur L'ordinateur, cels enpéchera tengorairerent ce susténe de dénarrer.
Toutefois, le programe de dérarrage GRUS pourra etre fanuellenent recon iguré plus tand

pour perméttre ce damarrage.
Installer le programe de dénarrage GRUS sur le disaue principal 7
R o>

<Revenir en arriére>
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Le sustire nowellerent 1nstall dolt powoir étre ditarré. Cette opération consiste 3
instatien 1o programe de Gesarrage GRUS Sur un pénipnériave de détorrage. Lo nethode
nabltueile pour cets est de 1" Instalier sun 1e disaue orincioal (partition UEFT o0
Secteur d'aMorcage). Vous pouvez, S1 vous 1o Souhaitez, 1 nstatier ailleurs sur un autre
disae, une autre pantition, oy Héne sur un Support aiovible.

Pénipnéniaue o) sera Instal1é Lo programme de démarvage

@i an srsire> |
1 (1) Termirer L nstabtation ——

Installation terminée
L'installation est terminée et vous sllez powoir maintenant démarrer Le nowesu susténe
Veullez verfer que le sugport o instailatlon est bien retirs afin gus le nouveau
Sustene pulsse dénarren et Sviten de relancer 1a procédune o' instaiiatton.

Revenie en arridre> o]





image51.png
Debian GNU/Linux 11 srvdebiansamba ttyl

srydebiansamba login:
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Debian GNU/Linux 11 srvdebiansamba tiyl

srydebiansanba login: administrateur
Passuord:

Linux srudebiansamba 5.10.0-19-amds4 #1 SMP Debian 5.10.149-2 (2022-10-21) x86_6¢

The programs included with the Debian GNU/Linux system are free softuare;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/x/capyright.

Debian GNU/Linux comes with ABSOLUTELY NO HARRANTY, to the extent
pernitted by applicable law.

Last login: Mon Nov 21 04:25:41 CET 2022 on ttyl
administrateur@srvdebiansanba:~s _
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adminlstrateur@srvdeblansamoa: % su -

Mot de passe :

root@srydebiansamba:# service ssh status

o ssh.service - OpenBSD Secure Shell server
Loaded: loaded (/1ib/systemd/systen/ssh.service; enabled; vendor preset: enabled)
Active: active (running) since Mon 2022-11-21 06:32:15 CET; 2min 25s ago

Docs: man:sshd (8)

man:sshd_config(5)

484 ExecStartPre=/usr/shin/sshd -t (code=exited, status=0/SUCCESS)

500 (sshd)

1 (limit: 1092)

Process:
Main PID
Tasks
Memory: 3.0M
CPU: Sims
CGroup: /system.slice/ssh.service
=500 sshd: /usrsshinssshd -D [listener] 0 of 10-100 startups

nov. 21 06:32:14 srvdebiansanba systemd[1]: Starting OpenBSD Secure Shell server...
nov. 21 06:32:15 srvdebiansanba sshd[500] : Server listening on 0.0.0.0 port 22.
nov. 21 06:32:15 srvdebiansamba sshd[500] : Server listening on :: port 22.

nov. 21 06:32:15 srdebiansanba systemd[1]: Started DpenBSD Secure Shell server.
root@srydebiansanba:“#
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root@srvaddsamba:™# ip a
1: lo: <LOOPBACK,UP,LOMER_UP> mtu 65536 gdisc nogueue state UNKNOWN group default glen 1000
Link/Loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_Lft forever preferred_1ft forever
inete ::1/128 scope host
valid_Lft forever preferred_lft forever
2: ens33: (BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc pfifo_fast state UP group default glen 10
00
Link/ether 00:0c:23:95:4d:7S brd Ffff:ffiffffff
altname enp2si
inet 192.168.0.52/24 brd 192.168.0.255 scope global dynamic ens33
valid_Lft 1248sec preferred_lft 1248sec
inete fe0::200:29ff:7e95:4d75/64 scope link
valid_1ft forever preferred_lft forever
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This le describes the network terfaces available on your system
# and how to activate them. For more information, see interfaces(5).

source /etc/network/interfaces.d/*

# The loopback network interface
auto lo
iface lo inet loopback

# The primary network interface
allow-hotplug ens33
iface ens33 inet dhcp
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# This file describes the network interfaces available on your system
# and how to activate them. For more information, see interfaces(S).

source /etc/network/interfaces.d/*

# The loopback network interface
auto lo
iface lo inet loopback

# The primary network interface

auto ens33

iface ens33 inet static
address 192.168.0.52
netmask 255.255.255.0
network 192.168.0.0
broadcast 192.168.0.255
gateway 192.168.0.2

# This is an autoconfigured IPvé interface
iface ens33 ineté auto
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127.0.0.1 localhost
127.0.0.1 srvdebiansamba.paris.lan srvdebiansamba

# The following lines are desirable for IPvé capable hosts
1l localhost ipé-localhost ipé-loopback

££02::1 ipé-allnodes

££02 ipé-allrouters
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127.0.0.1 localhost
192.168.0.52  srvdebiansamba.paris.lan srvdebiansamba

# The following lines are desirable for IPv6 capable hosts
i1 localhost ipé-localhost ipé-loopback

££02::1 ip6-allnodes

££02::2 ip6-allrouters
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root@srvdebiansamba:~# hostname
srvdebiansamba
root@srvdebiansamba:~# hostname -f
srvdebiansamba.paris. 135
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domain localdomain
search localdomain
nameserver 192.168.0.2
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domain paris.lan
search paris.lan
nameserver 192.168.0.2
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Configuration de l'authentification Kerberos
Quand les urilisateurs tentent d'uciliser Kerberos et indiquent un
principal ou un identifiant sans préciser & quel royaume (« realm »)
administratif Kerberos ce principal est attaché, le systéme ajoute le
royaume par défaut. Le royaume par défaut peut également &tre urilisé
comme royaume d'un service Kerberos s'exécutant sur la machine locale.
I1 est d'usage que le royaume par défaut soit le nom de domaine DNS
local en majuscules.

Royaume (« realm ») Kerberos version 5 par défaut :

<ok>
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Configuration de 1'authentification Kerberos
Veuillez indiquer les noms d'hétes des serveurs Kerberos dans le royaume
Kerberos PARIS.IAN, séparés par des espaces.

Serveurs Rerberos du royaume
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Configuration de l'authentification Kerberos
Veuillez indiquer le nom d'héte du serveur administratif (permettant les
modifications de mot de passe) pour le royaume Kerberos PARIS.LAN.

Serveur administratif du royaume Kerberos :
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I 7 =
[libdefaulcs]

default_realm = PARIS.LAN

dns_lockup_kdc = false

dns_lockup_realm = false

[realns]
BARIS.LAN = (
kde = 127.0.0.1
}
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root@srvadésamba:/etc# samba-tool user setpassword administrator
New Password:

Retype Password:

Changed password OK
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domain ibrahim.lan
search ibranim.lan
nameserver 127.0.0.1
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root@srvad4samba:~# kinit administrator
Password for administrator@IBRAHIM.LAN:

Warning: Your password will expire in 41 days on jeu. 17 nov. 2022 02:08:04
root@srvadésambai~f klist

Ticket cache: FILE:/tmp/krbScc 0

Default principal: administrator@IBRAHIM.LAN

Valid starting Expizes Service principal

06/10/2022 03:24:29 06/10/2022 13:24:29 krbtgt/IBRAHIH. LANGTBRAHIM. LAN
cenew until 07/10/2022 03:2:22

Sy |
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root@srvdebiansamba:~# host -t A srvdeblansamba.paris.lan
srvdebiansamba.paris.lan has address 192.168.10.20
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i This file describes the network interfaces available on your system

# and how to activate them. For more information, see interfaces ().
source /etc/network/interfaces.d/*

# The loopback network interface
auto 1o
iface lo inet loopback

# The primary network interface
auto ens33
iface ens33 inet static

address 192.168.10.20

netmask 255.255.255.0

network 192.168.10.0

broadcast 192.168.10.255

gateway 192.168.10.240

dns-domain paris.lan

dns-nameserver 192.168.10.20,8.5.8.8

# This is an autoconfigured IPvé interface
iface ens33 ineté auto
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192.168.10.20 srvdebiansamba.paris.lan srvdebiansamba

# The following lines are desirable for IPv6 capable hosts
i1 localhost ipé-localhost ipé-loopback

££02::1 ipe-allnodes

££02::2 ipé-allrouters
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domain paris.lan
search paris.lan
nameserver 192.168.10.20
nameserver 8.8.8.8
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Détails de connexion réseau X
Détals de connesion réseau

Propriété Valeur

Sufve DNS propre 312

Desciption ntel(R) 82574L Gigabi Network Connect|

Adresse physique. 000C-29-A378:81

DHCP activé. Non

Adresse IPv4 192168.10.21

Masaue de souséseau . 2552552550

Passersle par défaut IPv4 19216310240

‘Serveurs DNS IPvé

192.168.10.20
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DHCP activé.
Adresse IPv4

Masaue de souséseau
Passersle par dafaut IPv4
Serveur DNS IPu4.
Serveur WINS IPv4
NetBIOS sur TCP/IP act.
Adresse IPY6 locale del
Passersle par défaut IPv6
Serveur DNS IPv6.

ntel(R) 82574L Gigabi Network Connect|
000C290087-91

Non

192168.10.25

255.255.255.0

192.168.10.240

192168.10.20

ou
080:19ca:235 2769675
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Propriétés systeme. x
Parsnétres stime ovancés  Ptecion du systine ikston  detance | Modification du nom ou du domaine de lordinateur X

Hom e urdnateur Mo
Vous pouvez modiier e nom et 'sppartenance de cet
Widows s o homatins asvates e et vte ordinateur. Ces modfications pewvent rfluer suracoss sux
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Modification du nom ou du domaine de
I'ordinateur

Entrez le nom et le mot de passe d'un compte autorisé & joindre
le domaine.

administrator

oK Annuler
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:\Users\Administrator>ping -t 192.168.10.240

Envoi d’une requéte 'Ping’ 192.168.16.246 avec 32 octets de données :
Réponse de 192.168.10.246 : Octets=32 temps<ims TTL=64

Réponse de 192.168.10.246 : octets=32 temps<ims TTL=64

Réponse de 192.168.10.246 : octets=32 temps<ims TTL=64

Réponse de 192.168.10.246 : octets=32 temps<ims TTL=64

Réponse de 192.168.10.246 : octets=32 temps<ims TTL=64

élai d’attente de la demande dépasse.

Réponse de 192.168.10.246 : octet:
Réponse de 192.168.10.246 : octet:

2
2
2
2

temps=1 ms TTL-64
2 temps<ims TTL-64
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@ Fonctionnalités facultatives

+ Ajouter une fonctionnalité

Voir I'historique des fonctionnalités facultatives
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:\Users\Administrator>nslookup
Serveur par difaut : srvdebiansamba.paris.lan
Address: 192.168.10.20

> set type=SRV
> _ldap._tcp.paris.lan
Serveur :  srvdebiansamba.paris.lan
Address: 192.168.10.20

| 1dap._tcp.paris.lan SRV service location:
priority -0
weight 100
port 389

svr hostname
paris.lan

serial =3
refresh = 006 (15 mins)
retry = 606 (10 mins)

expire = 86406 (1 day)
default TTL = 3606 (1 hour)

srvdebiansamba.paris.lan

primary name server = srvdebiansamba.paris.lan
responsible mail addr - hostmaster.paris.lan
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- S€t Type=2
> waw . google . £

server: 192.168.10.20
Addres: 192.168.10.20#53

Non-authoritative answer:
Name: ww.google.fr
Address: 142.250.179.99





image82.png
-:\Users\Administrator>ping www.google.fr

voi d’une requéte 'ping’ sur w-google.fr [142.250.179.09] avec 32 octets de données :
éponse de 142.256.179.99 : octet:

Réponse de 142.256.179.99 : octet:
éponse de 142.256.179.99 : octets=32 temps=6 ms TTL-115
3éponse de 142.256.179.99 : octets=32 temps=42 ms TTL=115

Statistiques Ping pour 142.256.179.99:
Paquets : envoyés = 4, recus = 4, perdus = © (perte 6%),
urée approximative des boucles en millisecondes :
Minimum = Sms, Maximum = 48ms, Moyenne = 25ms
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Connexion au serveur DNS

Le serveur DNS Windows fonctionne sur :
O Cet ordnateur
® U ordinateur suvant

192.165.10.20

e connecter 3 fordinateur spéafié maintenant

oK
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& Interdire I'accés au Panneau de configuration et 3 Iapplication Paramétres du PC o

[} Interdire Facces au Panneau de configuration et 3 [application Paramétres du PC

Parametre précédent | | Paramétre suivant

O Non configuré

O Désactivé

Options:

Commentaire :

Pris en charge sur: A, minimum Windows 2000

Aide:

Désactive tous es programmes du Panneau de configuration et
I'application Paramétres du PC.

Ce paramétre empéche le démarrage de Control.exe, de:
SystemSettings.exe, des fichiers programme du Panneau de.
configuration et de I'application Paramétres du PC. Ainsi, les
utiisateurs ne peuvent pas démarrer le Panneau de
configuration, Iapplication Parameétres du PC, ni aucun de leurs
déments.

Ce paramitre permet de supprimerle Panneau de configuration
des éléments suivants

cran de démanage

Exploraeur defchiers:

Ce paramétre permet de supprimer [application Paramtres du
PC des dléments suivants

cran de démanage

Icone Paramétres

Avatar du comote.

C I
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