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[bookmark: _Toc96696760]Contexte

L’Objectif de ce TP est de mettre en place :
· Un cluster de 2 hyper-V en mode Core et de les relié à notre AD
· Créer une Cible ISCI
· Mettre en place des Vms sur nos Hyper-V Core à partir du gestion d’Hyper-V sur notre Windows Serveur 2019


[bookmark: _Toc96680033][bookmark: _Toc96696761]Infrastructure réseau

Afin de réaliser ce projet, nous allons créer plusieurs sous réseaux, 
· 1 sous réseau pour l’iscsi (192.168.200.0/24)
· 1 sous réseau pour l’AD
· Un sous réseau pour management des Vms, il correspondra au réseau de l’Insta (172.16.16.0/23)
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1. Pour télécharger l’ISO aller dans le data store et sélectionner naviguer à travers les fichiers
[image: Une image contenant texte, capture d’écran, intérieur

Description générée automatiquement]

2. Installer la machine virtuelle sur le serveur 
[image: Une image contenant texte
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3.  Configurer nôtre Vm 
[image: Une image contenant texte
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N’oublier pas, vous devrez sélectionner le lecteur CD et la base de données de vôtre ISO. Vôtre Vm doit avoir minimum 2 giga de RAM, 100g disque dur, 2 cœurs. 
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Afin de crée notre environnement, nous allons devoir crée des groupes de port ainsi qu’ajouter des cartes réseaux sur nos Vms. 

1. Mise en place des groupes de ports
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2. Ajouts des cartes réseaux sur chaque VM de l’infra
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[bookmark: _Toc96696765]Désactiver le Firewall en ligne de commande CMD

Utiliser la commande netsh advfirewall set allprofiles state off afin de le désactiver. 
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Ouvrir une fenêtre PowerShell en Administrateur et entrer la commande ci-après pour installer le rôle de contrôleur de domaine.
Install-WindowsFeature AD-Domain-Services -IncludeManagementTools
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À cette étape, l’environnement Active Directory (Foret et Domaine) vont être créés et l’ordinateur promu Contrôleur de domaine.
Pour la création d’une nouvelle forêt Active Directory, il faut utiliser la commande Install-ADDSForest, qui va créer la forêt, le premier domaine et promouvoir le serveur contrôleur.
Ouvrir une fenêtre PowerShell en Administrateur et entrer la commande ci-après pour créer l’environnement Active Directory. Adapter les paramètres -DomainName et -DomainNetBiosName.
Install-ADDSForest -DomainName "form.local" -DomainNetBiosName "form"-InstallDns:$true -NoRebootCompletion:$true
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Entrer le mot de passe du mode restauration et confirmer la promotion du serveur en tant que contrôleur de domaine.
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L’opération terminée, le résultat de la commande s’affiche et demande le redémarrage du serveur.
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1. Tout d’abord nous de devons changer le nom des deux Hyper-V Core :
· HY1
· HY2
[image: ]
2. Ensuite nous devons modifier les cartes réseau:
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3. Et à la fin, on rejoint au domaine en tapant l’option 1 AD form.local :

[image: C:\Users\benhamryannn\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\DD3362F8.tmp]
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1. Une fois le lecteur iscsi créé sur AD, il faut activer le service sur HyperV1 et hyperv2
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(Get-IscsiTarget est utilisé ici juste pour vérifier si le service fonctionne bien)

2. Ensuite on ajoute un « portail » de connexion iSCSI et on se connecte au lecteur (aucune authentification n’a été utilisée pour le lab).
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3. On initialise et on se connecte au disque, puis on l’initialise et le formate pour le rendre utilisable

[image: Une image contenant texte

Description générée automatiquement]
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On va ensuite vérifier que le disque est bien monté et utilisable en déplaçant le disque dur d’une VM Ubuntu20 qu’on a créé pour tester. On constate que le nouveau disque est bien là.
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Il faut vérifier la connexion au lecteur iscsi après sur hyperv2 aussi.
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Nous devons installer la fonctionnalité Failover-Clustering sur nos 3 machines. Pour Cela il y’a deux méthode :
· Mode PowerShell
· Mode Graphique
Pour nos 2 hyper-V Core, nous utiliserons la méthode PowerShell, et pour notre Windows serveur, nous utiliserons le mode graphique.

[bookmark: _Toc96696771]Mode PowerShell

1. Ouvrir une invite de commande PowerShell en administrateur et entrer la commande suivante :
Install-WindowsFeature -Name Failover-Clustering -IncludeManagementTools
2. Patienter pendant l’installation.
[image: Installation en cours...]
3. Une fois l’installation terminée, fermer la fenêtre.
[image: Fonctionnalité installée]
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https://rdr-it.com/windows-2016-cluster-de-basculement/3/
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1. Tout d’abord nous devons crée un partage sur notre lecteur c :

[image: Une image contenant texte

Description générée automatiquement]

2. Connecter ensuite votre partage sur les Hyperviseurs :
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3. Crée un répertoire de dépôt et copier l’iso présente dans le partage :
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4. Ensuite créé la VM dans votre gestionnaire Hyper-V
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Vous trouverez votre iso présente dans le C : de votre hyperviseur




[bookmark: _Toc96696774]Vérification DNS

Vérifier quel’infra est bien présente dans votre DNS :
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1. Démarrer PowerShell ISE
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2. Enregistrer ensuite le script au format .Ps1

[image: Une image contenant texte
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Liée la GPO au domaine dans « scripts démarrage/arrêt »
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[bookmark: _Toc96696777]Démarrage des machines virtuelle dans nos hyper-v Core

Lors du démarrage d’une machine virtuelle créer préalablement, nous avons rencontré un problème :
[image: ]

Ce problème est lié au faite qu’on doit Activer la fonctionnalité virtualisation de nos 2 hyper-V Core. Pour cela nous devons faire deux chose :
· Cocher la case « Virtualisation matérielle » dans les paramètre de nos hyper-v Core localisé dans notre ESXI. 
· Modifier le fichier VMX, localisé dans le datastore de notre ESXI et ajouter 3 ligne de commande

[image: ][image: ]



Malgré les changements apportés, nous avons rencontré un deuxième problème, nous n’avons pas pu démarrer nos machines virtuelles hyper-v Core. Nos machines restent bloquées au démarrage après avoir cocher la case « Virtualisation matérielle » :

[image: ]

Malheureusement si cette case n’est pas cochée, il sera impossible de démarrer des machines virtuelles sur nos hyper-v Core.   Nous avons vérifié sur le ESXI physique si la case « Virtualisation matérielle » est cocher dans les paramètre de notre ESXI nested  172.16.21.105, est la case est bien cocher.

[image: C:\Users\benhamryannn\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\4C73B4EA.tmp]




image4.png
(4 Enregistrer une VM (] Navigateur de banque de données | [ Augmenter la capacité | (¥ Actualiser | ## Actions STOCKAGE LIBRE : 8,98 To

( 1%

UTILISE : 114,45 Go CAPACITE9,09To
(51 Machines virtuelles datastorel

~ B stockage Type VMFS6
ey Emplacement vmfs/volumes/Se2ee421-07ea8510-9d9-d094663d5322
uuiD 5e2ee421-0fea8510-9bd9-d094663d5322
Hétes 1
Plus de stockage... Machines virtuelles 1

Surveiller

€ Mise en réseau

~ Détails VMFS

Version 6.82

Local Oui

Taille du bloc 1Mo

uuID Se2ee421-0fea8510-9bd9-d094663d5322

Extension 0 naa.6d09466045e31b0025¢188b10efeab53, partition 3

Téche ~ | Initiateur v | Enfile dattente ~ Démaré v | Résultat & v | Terminé v

Find By Inventory Path USER-ESXI3-03 28/0112020 1204:11 28/0112020 1204:11 @ Temin 28/0112020 1204:11
Find By Inventory Path USER-ESXI3-04 2810112020 12:03:44 2810112020 12:03:44 @ Temin 2810112020 12:03:44
Find By Inventory Path USER-ESXI3-01 28/0112020 12:02:10 28/0112020 12:02:10 @ Temin 28/0112020 12:02:10
Power On VM USER-ESXI3-15 2810112020 12:01:26 2810112020 12:01:26 @ Temin 2810112020 12:01:28

Create VM USER-ESXI3-15 2810112020 12:01:08 2810112020 12:01:08 @ Temin 2810112020 12:01:08

Set Entity Permissions. root 2810112020 11:54:36 2810112020 11:54:36 @ Temin 2810112020 11:54:36





image5.png
V Sélectionner un type de création
Sreation Comment voulez-vous créer une machine virtuelle ?

2 Sélectionner un nom et un

systéme d'exploitation invité . N s
s N
Bl tonnetn ko machine virtuelle. Vous allez pouvoir personnaliser les
4 Personnaliser les paramétre; Déployer une machine virtuelle & partir d'un fichier OVF processeurs, lamémoire, les connexions réseau et le

5 Prét a terminer stockage. Vous devrez installer un systéme d'exploitation
Enregistrer une machine virtuelle existante invité a la fin de la création,

Précédent H Suivant H Terminer H Annuler ‘





image6.png
%I

¥ 1 Sélectionner un type de Sélectionner un nom et un systéme d'exploitation invité

création ‘Spécifier un nom unique et un systéme d'exploitation

2 Sélectionner un nom et un
systéme d'exploitation invité
3 Sélectionner un stockage

4 Personnaliser les parameétre;

Nom

[vm TEST BASTIEN
Les noms des machines virtuelles peuvent comporter jusqu' 80 caractéres et doivent étre uniques dans chaque
instance ESXi

5 Prét a terminer

Lidentification du systéme d'exploitation invité permet & assistant de fournir les valeurs par défaut appropriées pour
finstallation du systéme d'exploitation

‘ Machine virtuelle ESXi 6.7

Compatibilte

Famille de systémes dexploitation invités ‘ Windows v ‘

Version du SE invite ‘ Microsoft Windows Server 2012 (64 bits) v ‘
Précedent H Suivant H Terminer H Annuler ‘





image7.png
Groupes de ports | Commutateurs virtuels  NIC physiques  NIC VMkemel ¥

3 Aouter un groupe de ports 1o arameires | @ Actualiser Actions
Nom ~ Poisacls v DAUVIAN v
@ N 0 104

Qowz 1 103

@ Vm network 3 )

@ Waster 4 101

Qscsi 4 102

@ Management Network 1 2




image8.png
f— .
v °
» BB Conreur 5CS10 [Siosesss v

3 convtiour saao °
&8 Contrdieur USB 1 —V‘ o
T .
DL LB [sest | @ comecter o
) mcome B
OO | Fiher 190 banaue de données. | B comecter °
Moot E = v





image9.png
C: \WINDOWS \system32>netsh advfirewall set allprofiles state off
Ok .

C: \WINDOWS\system32>




image10.png
opyright (C) 2016 Microsoft Corporation. Tous droits réservés.

S C:\windows\systen32> Install-windowsFeature AD-Domain-Services
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P C:\Users\Administrator> Get-IscsiTarget

et-IscsiTarget : The Microsoft iSCSI Initiator Service is not running. Please start the service and retry.
\t line:1 char:
|+ Get-TscsiTarget
-

+ CategoryInfo : Notspecified: (MSFT_iSCSITarget:ROOT/Microsoft/...SFT_iSCSITarget) [Get-IscsiTarget], Ci
mException
+ FullyQualifiedErrorTd : HRESULT @xefffee3e,Get-IscsiTarget

Ps C:\Users\Administrator> Start-Service -Name MSiSCST
RNING: Waiting for service 'Microsoft iSCSI Initiator Service (MSiSCSI)' to start...

ps C:\Users\Administrator> Get-IscsiTarget

P C:\Users\Administrator> Set-Service -Name MSiSCSI -StartupType Automatic
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PS C:\Users\Administrator> New-IscsiTargetPortal -TargetPortalAddress 192.168.1.2

InitiatorInstanceName
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[sHeaderdigest False
TargetPortalAddress 192.168.1.2
TargetPortalPortumber : 3260
PScomputername 8

PS C:\Users\Administrator> Get-IscsiTarget

Tsconnected Nodeaddress PsComputerName

False iqn.1991-65.com.microsoft:ad-sharedonad-target

PS C:\Users\Administrator> Connect-IscsiTarget -NodeAddress ign.1991-65.com.microsoft:ad-sharedonad-target

huthenticationType * NONE

[nitiatorInstanceName : ROOT\ISCSIPRT\6006_6

InitiatorNodeaddress 1qn.1991-65. com.microsoft :hypervl. fevrier.lab
InitiatorPortalAddress : 6.6.6.6

Initiatorsideldentifier : 460061370060

Tsconnected True

TsDataigest False

rsiscovered True

[sHeaderdigest False

Tspersistent False

NumberOfConnections 1

SessionIdentifier FFFFOF86AFCTFo10-4600013700000062
TargetiodeAddress 1qn.1991-65. com.microsoft: ad-sharedonad-target
Targetsideldentifier o160

PScomputername 8

PS C:\Users\Administrator> Get-IscsiTarget

Tsconnected Nodeaddress PsComputerName

True iqn.1991-85.com.microsoft:ad-sharedonad-target
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PS C:\Users\Administrator> Get-Disk

umber Friendly Name Serial Number Healthstatus Operationalstatus Total Size Partition
style

Offline 150 GB RAW

h MSFT Virtu... A7344ECF-BBEE-4321-AS87-E27D7... Healthy
VMuare Vir... VMiare NVHE_6600 Healthy online 100 GB GPT
IPs C:\Users\Administrator> Set-Disk -Number 1 -TIsOffline $False
ps C:\Users\Administrator> Initialize-Disk -Number 1 -Partitionstyle GPT
ps C:\Users\Administrator> Get-Disk | Format-Table -AutoSize -wrap
unber Friendly Name Serial Number Healthstatus OperationalStatus Total Size Partitio
n style

h MSFT Virtual HD A7344ECF-BBEE-4321-A587-E27D7940EAAG Healthy Online 156 GB GPT
VMuare Virtual NVMe Disk VMWare NVME_6006 Healthy online 100 GB GPT
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PS C:\Users\Administrator> New-Partition -Diskiumber 1 -UseliaximumSize -AssignDriveletter

DiskPath: \\?\scsi#disk&ven_msft&prod_virtual_hd#1&1c121344868060066+ (5356367 -bobf -11d0-94F2-06a0C01efb8b}

partitionNumber Driveletter Offset size Type

2 E 16777216 149.98 68 Basic
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PS C:\Users\Administrator> Format-Volume -Driveletter E -FileSystem NTFS -Force

riveletter FriendlyName FileSystemType DriveType HealthStatus OperationalStatus SizeRemaining size

NTES Fixed  Healthy oK 149.88 GB 149.98 GB
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:\Users\Administrateur>net use y: \\ADS\iso
La commande s’est terminée correctement.
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C:\>mkdir test@6

:\>copy y:ubuntu-26.84.3-desktop-andéd.iso C:testes
1 fichier(s) copié(s).
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