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[bookmark: _Toc158383985]Visual Studio Code
[bookmark: _Toc158383986]Installation de Visual Studio Code
Récupérez le programme d’installation sur le site Microsoft.
[image: ]

Lancez l’exécutable téléchargé.
[image: ]
Acceptez le contrat de licence. 
[image: ]
Choisissez votre chemin d’installation.
[image: ]
Laissez le nom et faites Suivant.
[image: ]
Cochez créer une icône sur le bureau. 
[image: ]
Cliquez sur installer.
[image: ]
Exécutez Visual Studio Code.
[image: ]

[bookmark: _Toc158383987]Connexion SSH
Cliquez sur extension.
[image: ]
Faites une recherche SSH et installez Remote – SSH par Microsoft.
[image: ]
Cliquez sur Remote Explorer.
[image: ]
Cliquez sur New Remote (+).
[image: ]
Notez votre ligne de commande comme sur Linux ssh user@IP.
[image: ]
Sélectionnez C:\Users\test\.ssh\config.
[image: ]
Cliquez sur Connect.
[image: ]
Sélectionnez votre OS.
[image: ]
Confirmez le fingerprint.
[image: ]
Entrez votre mot de passe.
[image: ]
Faites retry en cas d’erreur et reconfirmez votre mot de passe.
[image: ]
Affichez votre terminal en cliquant sur … > Terminal > New Terminal.
[image: ]
Vous pouvez affichez en grand votre terminal en cliquant sur Maximize Panel Size.
[image: ]
L’installation de l’OS Linux ne sera pas abordée dans ce document.


[bookmark: _Toc158383988]K3S
[bookmark: _Toc158383989]Introduction
K8s est devenu l’option majeure pour la mise en place d’un cluster. Toutefois, l’installation et le paramétrage d’un cluster k8s reste plus au moins difficile. Par ailleurs, k8s est relativement consommateur en ressources ce qui ne facilite pas son utilisation dans les environnements légers (IOT, Edge computing, Rasberry,…). Dans ce contexte, k3s offre une alternative fiable et moins coûteuse en ressource, idéale pour les environnements limités. Proposé par Rancher, k3s est une version kubernetes light.
K3s comprend un seul processus qui peut jouer le rôle du serveur ou d’agent. Par défaut, la configuration du cluster est stockée dans une base de données (SQLite). Il peut être déployé avec un seul nœud ou plusieurs en mode HA (high availability) avec une base de données externe (Etcd, Postgres, MySql)
Documentation :
https://docs.k3s.io/
[bookmark: _Toc158383990]Installation
Passez en root 

sudo su

[image: ]

Commencez par mettre à jour votre serveur

apt update -y && apt upgrade -y

[image: ]

Lancez l’installation de K3S.

curl -sfL https://get.k3s.io | sh -

[image: ]

Vérifiez l’installation

kubectl version

[image: ]

Sur les dernières versions de Kubernetes, Kustomize est intégré nativement, sinon reportez-vous à la doc pour ajouter la dernière version.
https://kubectl.docs.kubernetes.io/installation/kustomize/binaries/
curl -s "https://raw.githubusercontent.com/kubernetes-sigs/kustomize/master/hack/install_kustomize.sh"  | bash

[image: ]
Déplacez Kustomize dans le dossier attendu.

mv kustomize /usr/local/bin/


[image: ]
[bookmark: _Toc158383991]Ajout de node
Exécutez cette commande sur le node 1
curl -sfL https://get.k3s.io | sh -s server --cluster-init

[image: ]

Récupérez le token

cat /var/lib/rancher/k3s/server/node-token

[image: ]

Ajout de node Master
curl -sfL https://get.k3s.io | K3S_TOKEN="K10b787e955c924199dd38d7e697e41ff7871c66df855add5e115491800cf2ae77c::server:9f5d37dbbc642d7168b32559ed8c39df" sh -s server --server https://172.16.0.43:6443

[image: ]

Ajout de node Worker

curl -sfL https://get.k3s.io | K3S_URL=https://172.16.0.43:6443 K3S_TOKEN=K10b787e955c924199dd38d7e697e41ff7871c66df855add5e115491800cf2ae77c::server:9f5d37dbbc642d7168b32559ed8c39df sh -

[image: ]

Vérifiez l’intégration
kubectl get node

[image: ]
Supprimez le flag --cluster-init avec
sed -e '/server \\/,$d' -e 's@ExecStart=.*@ExecStart=/usr/local/bin/k3s server@' -i /etc/systemd/system/k3s.service

systemctl daemon-reload


[bookmark: _Toc158383992]GIT
Installez Git.

apt install git -y

[image: ]

[bookmark: _Toc158383993]Fichier Kustomization.yaml
Cliquez sur Restore Panel Size
[image: ]

Cliquez sur New File… dans l’onglet Welcome au-dessus de votre terminal.
[image: ]
Sélectionnez Text File.
[image: ]

Récupérez-le model sur 
https://github.com/ansible/awx-operator/blob/devel/docs/installation/basic-install.md

[image: ]

Récupérez le numéro de la dernière version sur 
https://quay.io/repository/ansible/awx-operator?tab=tags&tag=latest

[image: ]

Modifiez le fichier à votre convenance et introduisez la version.

apiVersion: kustomize.config.k8s.io/v1beta1
kind: Kustomization
resources:
  - github.com/ansible/awx-operator/config/default?ref=2.10.0
images:
  - name: quay.io/ansible/awx-operator
  - newTag: 2.10.0
namespace: awx


[image: ]

Faites Ctrl+s pour enregistrer le fichier, nommez le kustomization.yaml et laissez le chemin.

[image: ]

Lancez le manifeste.

kustomize build . | kubectl apply -f -

[image: ]

Constatez le lancement d’awx-operator-controller-manager.
kubectl get pods -n awx

[image: ]

Pour ne pas avoir à répéter -n awx, définissez l'espace de noms actuel pour kubectl :
kubectl config set-context --current --namespace=awx

[image: ]

[bookmark: _Toc158383994]Fichier awx.yaml
Cliquez sur New File… dans l’onglet Welcome au-dessus de votre terminal.

[image: ]

Sélectionnez Text File.

[image: ]

Récuperez le model
https://github.com/ansible/awx-operator/blob/devel/docs/installation/basic-install.md

[image: ]

Modifiez le fichier à votre convenance et rajoutez un numéro de port.

apiVersion: awx.ansible.com/v1beta1
kind: AWX
metadata:
  name: awx
spec:
  service_type: nodeport
  nodeport_port: 30080

[image: ]

Faites Ctrl+s pour enregistrer le fichier, nommez le awx.yaml et laissez le chemin.

[image: ]

Retournez dans le fichier kustomization.yaml.

vim /home/mika/kustomization.yaml

[image: ]

Ajoutez la ligne - awx.yaml dans les ressources du fichier kustomization.yaml.

[image: ]

Lancez une seconde fois le manifeste pour prendre en compte cette nouvelle ligne.

kustomize build . | kubectl apply -f –

[image: ]

Vérifiez le lancement avec 
kubectl get pods

[image: ]

[bookmark: _Toc158383995]Mot de passe
Retrouvez le mot de passe avec cette commande.
kubectl get secret awx-admin-password -o jsonpath="{.data.password}" --namespace awx | base64 --decode ; echo
[image: ]
[bookmark: _Toc158383996]Lancement de l’interface graphique
Sur votre explorateur internet dans l’URL mettez l’adresse ip de votre serveur avec le port renseigné dans le fichier awx.yaml.
Nom d’utilisateur : admin 
Mot de passe : renseignez le mdp récupéré dans le chapitre 6

[image: ] 

Vous arrivez dans l’interface graphique AWX.

[image: ]

[bookmark: _Toc158383997]Les permissions
Créez votre organisation sur le panneau de gauche Accès > organisation

[image: ]

Cliquez sur Ajouter

[image: ]

Nommez votre organisation puis faites enregistrer

[image: ]

Vous pouvez gérer plusieurs utilisateurs en créant des équipes (optionnel). Cliquez sur Equipes.

[image: ]

Puis faites ajouter.

[image: ]

Nommez votre équipe et sélectionnez l’organisation créé précédemment en cliquant sur la loupe. Finissez la création de votre équipe en cliquant sur Enregistrer.

[image: ]
[image: ]

Cliquez sur votre équipe.

[image: ]

Vous pouvez attribuer des permissions à l’équipe dans l’onglet rôles en cliquant sur ajouter. 

[image: ]
[image: ]

Vous pouvez créer 3 types d’utilisateurs admin, audit et user. Cliquez sur Utilisateur.

[image: ]
Cliquez sur Ajouter.

[image: ]

Indiquez-lui un nom d’utilisateur, un mot de passe, le type d’utilisateur, ainsi que son organisation et faites enregistrer.

[image: ]
Cliquez sur votre utilisateur.

[image: ]

Vous pourrez lui associer une organisation ainsi qu’une équipe ou lui donner des permissions dans rôles.

[image: ]
[image: ]
Créez un auditeur.

[image: ]

Créez un user.

[image: ]

En vous connectant sur les différents profils vous remarquerez que 
l’user n’a aucun droit de création ou de modification et ne peut voir que les groupes auquel il appartient ou tant qu’il n’est pas ajouter à un projet. (ex : ici on ne voit pas à quel groupe appartient Easy_admin)
[image: ]

L’auditeur n’a aucun droit d’action mais il a les droits de visualisation. (ex : ici on voit à quel groupe appartient Easy_admin)

[image: ]
En admin vous avez tous les droits de création. (ex : ici vous pouvez créer un projets)

[image: ]

[bookmark: _Toc158383998]Inventaires
Créez votre inventaire en cliquant sur Ajouter > Ajouter un inventaire.

[image: ]
Nommez et ajoutez votre inventaire à une organisation, puis faite enregistrer.

[image: ]

Vous pouvez voir qui à accès dans l’onglet, cliquez sur Ajouter

[image: ]
Sélectionnez Equipes et faites Suivant.

[image: ]

Sélectionnez EasyDevOps et faites Suivant.

[image: ]
Sélectionnez Admin et faites Enregistrer.

[image: ]

Ajoutez un groupe.

[image: ] 
Nommez votre groupe et faites Enregistrer.

[image: ]

[bookmark: _Toc158383999]Hôtes 
Sélectionnez Host et faites Ajouter.

[image: ]

Nommez votre hôte et sélectionnez l’inventaire précédemment créé puis indiquez l’IP de votre hote dans la variable et faites enregistrer.

[image: ]

Attribuez-lui le groupe créé précédemment.

[image: ]

Répétez les actions précédentes pour créer un second node sans l’introduire dans le groupe G1.

[image: ]

[bookmark: _Toc158384000]Information d’identification
Sélectionnez Information d’identification et faites Ajouter.

[image: ]

Indiquez un nom avec le type d’identification souhaité puis dans notre cas indiquez le nom d’utilisateur ainsi que le mot de passe et faites enregistrer.

[image: ]

[bookmark: _Toc158384001]Ping
Retournez dans inventaire et sélectionnez celui créé dans l’onglet hotes selectionnez les nodes puis cliquez sur exécuter commande.

[image: ]

Choisissez le module ping et dans limite nous pouvons voir nos 2 nodes et faites suivant.

[image: ]

Faites suivant

[image: ]

Sélectionnez votre identifiant créé precedemment et faites suivant

[image: ]
Cliquez sur Lancer

[image: ]

Si l’affichage ne se met pas à jour automatiquement cliquez sur l’onglet détails puis revenez sur sortie.

[image: ]

Vous verrez votre retour de ping

[image: ]

Cliquez sur la fusé pour relancer le job

[image: ]

[bookmark: _Toc158384002]Historique
Sélectionnez Jobs pour voir l’historique des ce qui a été lancé.

[image: ]

Dans le tableau de bord vous verrez également les job réussi en vert et ceux échoué en rouge

[image: ]

[bookmark: _Toc158384003]Projet
Sélectionnez projets > Ajouter.

[image: ]

Allez sur le CLI de votre serveur et créer manuellement ces dossiers

kubectl -n awx exec -it deployment/awx-web -c awx-web -- mkdir  /var/lib/awx/projects
kubectl -n awx exec -it deployment/awx-web -c awx-web -- mkdir  /var/lib/awx/projects/projet1

[image: ]

Créez votre playbook

kubectl -n awx exec -it deployment/awx-web -c awx-web -- vi /var/lib/awx/projects/projet1/playbook1.yml

[image: ]

Inserez le contenu de votre playbook


- name: mon premier playbook avec AWX
  Hosts: all
  tasks:
  - name: ping
    ping:
  - name: hello world
    debug:
      msg: "Bonjour EasyFormer!!"


[image: ]

Ajoutez un nom, une organisation ainsi qu’un type de contrôle de la source et sélectionner le répertoire créé précédemment enfin cliquez sur enregistrer.
(Idéalement on préféra récupérer une source d’un git par exemple. Pour le tp on va en faire un manuel)

[image: ]

Cliquez sur ajouter dans l’onglet Accès.

[image: ]
Sélectionnez Equipes

[image: ]

Cochez le groupe créé précédemment et faites suivant.

[image: ]
Donnez les droits admins sur le projet.

[image: ]


[bookmark: _Toc158384004]Modèle
Sélectionnez modèle > Ajouter > Ajouter un modèle de job.

[image: ]

[bookmark: _Toc158384005]Ajout de Longhorn
L’installation de Longhorn ce fait après l’installation de kubectl et avant celle de AWX
[bookmark: _Toc158384006]Installation
Déployez Longhorn
kubectl apply -f https://raw.githubusercontent.com/longhorn/longhorn/v1.6.0/deploy/longhorn.yaml
[image: ]

Vérifiez le déploiement
kubectl get pod -n longhorn-system

[image: ]

[bookmark: _Toc158384007]Activation de la Webui

USER=foo; PASSWORD=bar; echo "${USER}:$(openssl passwd -stdin -apr1 <<< ${PASSWORD})" >> auth

[image: ]

Récupérez l’authentifiant

cat auth

[image: ]

kubectl -n longhorn-system create secret generic basic-auth --from-file=auth

[image: ]

kubectl -n longhorn-system get secret basic-auth -o yaml

[image: ]

echo "
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
  name: longhorn-ingress
  namespace: longhorn-system
  annotations:
    # type of authentication
    nginx.ingress.kubernetes.io/auth-type: basic
    # prevent the controller from redirecting (308) to HTTPS
    nginx.ingress.kubernetes.io/ssl-redirect: 'false'
    # name of the secret that contains the user/password definitions
    nginx.ingress.kubernetes.io/auth-secret: basic-auth
    # message to display with an appropriate context why the authentication is required
    nginx.ingress.kubernetes.io/auth-realm: 'Authentication Required '
spec:
  rules:
  - http:
      paths:
      - pathType: Prefix
        path: "/"
        backend:
          service:
            name: longhorn-frontend
            port:
              number: 80
" | kubectl -n longhorn-system create -f –

[image: ]

kubectl -n longhorn-system get ingress

[image: ]

curl -v http://172.16.0.43/

[image: ]

curl -v http://172.16.0.43/ -u foo:bar

[image: ]

http://172.16.0.43

[image: ]

[bookmark: _Toc158384008]Installation de AWX
curl -s "https://raw.githubusercontent.com/kubernetes-sigs/kustomize/master/hack/install_kustomize.sh"  | bash

[image: ]

mv kustomize /usr/local/bin/

[image: ]
apt install git -y

[image: ]

Récupérez-le model sur 
https://github.com/ansible/awx-operator/blob/devel/docs/installation/basic-install.md

[image: ]

Récupérez le numéro de la dernière version sur 
https://quay.io/repository/ansible/awx-operator?tab=tags&tag=latest

[image: ]

Modifiez le fichier à votre convenance et introduisez la version.

vim kustomization.yaml

[image: ]
apiVersion: kustomize.config.k8s.io/v1beta1
kind: Kustomization
resources:
  - github.com/ansible/awx-operator/config/default?ref=2.11.0
images:
  - name: quay.io/ansible/awx-operator
  - newTag: 2.11.0
namespace: awx

[image: ]

Lancez le manifeste.

kustomize build . | kubectl apply -f –

[image: ]

vim awx.yaml

[image: ]

apiVersion: awx.ansible.com/v1beta1
kind: AWX
metadata:
  name: awx
spec:
  service_type: nodeport
  nodeport_port: 30080
  projects_persistence: true
  projects_storage_class: longhorn
  projects_storage_access_mode: ReadWriteOnce


[image: ]

vim kustomization.yaml

[image: ]

Ajoutez la ligne - awx.yaml dans les ressources du fichier kustomization.yaml.

[image: ]

Lancez une seconde fois le manifeste pour prendre en compte cette nouvelle ligne.

kustomize build . | kubectl apply -f –

[image: ]
Vérifiez le lancement avec kubectl get pods -n awx
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node2 | SUCCESS => {
“ansible facts": {

“discovered_interpreter_python":

hanged": false,
ping": “pong"

node3 | SUCCESS => {
“ansible facts": {

“discovered_interpreter_python"

13
“changed": false,
“ping”: “pong"

" fusr/bin/python3”

" fusr/bin/python3”




image98.png
Jobs > 1-ping
Sortie

4 Retour Jobs

ping @ Réussi

Détails

Sortie

Ecoulé

00:0109




image99.png
.

a e - & Easy_admin

Affichages

Tableau de bord

| Jobs

Programmations Q Supprimer Cancel job 1-1del ~

Flux d'activité

Nom Etat Type Heure de début Actions
Approbations des flux de travail
> @ Réussi Commande 05/02/2024 03:49:16 05/02/2024 03:50:26 L 4
Ressources
Modeles
1-1de1éléments ~ 1 delpage

Informations d'identification




image100.png
Statut Job Jobs récents Modéles récents

Affichages

Tableau de bord

Le mois dernier ¥ Tous les types de tache ¥ Toutes les taches v
Jobs
5
Programmations
Flux d'activité
5 q 4
Approbations des flux de travail
Ressources 38 3
K]
@
2
Modgles S
5
o
Informations d'identification 2 2
w
Projets
Inventaires P
Hoétes
0

U5 A6 T B 19 10 111 142 1743 114 145 1146 147 1/18 149 1/20 1121 1/22 1123 1124 1/26 A6 HIZT N80 129 A3 r3p Ot 2212V earyV 1918 09l
Nate





image101.png
L )

a e - & Easy_admin

Ressources P roj ets

Modeles

Informations d'identification

> Nom + Q Supprimer 1-1del ~
Projets
Inventaires . i .
Etat Type Révision Actions
Hates
> @ Réussi Git 347e44f R s V

Acces

Organisations

1-1de1éléments ~ 1 delpage




image102.png
root@awx:/home/mika# kubectl -n awx exec -it deployment/awx-web -c awx-web
root@awx:/home/mika# kubectl -n awx exec -it deployment/awx-web —C awx-web

mkdir /var/lib/awx/projects
mkdir /var/lib/awx/projects/projetl
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root@awx:/home/mika# kubectl -n awx exec -it deployment/awx-web -c awx-web -- vi /var/lib/awx/projects/projetl/playbookl.ymlf]
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- name: mon premier playbook avec
Hosts: all
tasks:
- name: ping
ping:

- name: hello world
debug:
msg: "Bonjour EasyFormer!

AWK
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root@nodel:/home/mika# kubectl apply -f https://raw.githubusercontent.com/longhorn/longhorn/vl.é6.0/deploy/longhorn.yamlf]
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root@nodel: /home/mika#
NAME
csi-attacher-5c4bfdcf59-brict
csi-attacher-5c4bfdcf59-vscqt
csi-attacher-5c4bfdcf59-zk9jm
csi-provisioner-667796d£57-23244
csi-provisioner-667796d£57-malws
csi-provisioner-667796d£57-msgf9
csi-resizer-694£8£5£64-bcnlj
csi-resizer-694£8£5£64-sqsv]
csi-resizer-694£8£5£64-tp88s
csi-snapshotter-959b69d4b-6v8ce
csi-snapshotter-959b69d4b-795zf
csi-snapshotter-959b69d4b-9ctvr
engine-image-ei-ach7590c-5nd2c
engine-image-ei-ach7590c-Tbs6s
engine-image-ei-achb7590c-bglkp
engine-image-ei-ach7590c-pctmd

instance-manager-128c78c68118788£d325835b5e8casee
instance-manager-53311a797377£facb96492b4d3844£a3
instance-manager-634c75082ab18£7073%eal3b24078934
instance-manager-ed6c11d130c£01d842c1c21ac943107d

longhorn-csi-plugin-8t8zl
longhorn-csi-plugin-£s7pr
longhorn-csi-plugin-g4rdw
longhorn-csi-plugin-t7htt

longhorn-driver-deployer-576d574c8-1xkkh

longhorn-manager-2zzkd
longhorn-manager-pvexj
longhorn-manager-wimbf
longhorn-manager-z5z12
longhorn-ui-7d4b94d£76-hj9gt
longhorn-ui-7d4b94df76-k2£21

READY

1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
1/1
3/3
3/3
3/3
3/3
1/1
1/1
1/1
1/1
1/1
1/1
1/1

STATUS
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

RESTARTS

000 0OHOOO000000000000000000000 00

(3m31s ago)

AGE
2m51s
2m51s
2m51s
2m51s
2m51s
2m51s
2m51s
2m51s
2m51s
2m50s
2m51s
2m50s
3m27s
3m27s
3m27s
3m27s
3m23s
3m21s
3m22s
3m27s
2m50s
2m50s
2m50s
2m50s
3mS8s
3mS8s
3mS8s
3mS8s
3mS8s
3mS8s
3m58s
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prl <<< ${PASSWORD})
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root@nodel:/home/mika# cat auth
£00: $aprlSESEANGRDSUZDWS1iYqx0JIXYCIH2ENGC .
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root@nodel:/home/mika#
secret/basic-auth created
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root@nodel:/home/mika#
apiversion: vl
data:
auth: Zm9vOiRhcHIXJEUSRUFOR1JEJHV6RHAdzaV1xeDBKeF1DOUgYRWhHQy4K
kind: Secret
metadata:
creationTimestamp: "2024-02-08T11:47:57z"
name: basic-auth
namespace: longhorn-system
resourceversion: "15152"
id: 964814c6-69d2-4890-b79d-159ab0£9bdS0

type: Opaque
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root@nodel:/home/mika# echo "
apiversion: networking.k8s.io/vl
kind: Ingress
metadata:
name: longhorn-ingress
namespace: longhorn-system
annotations:
# type of authentication
nginx.ingress. kubernetes.io/auth-type: basic
# prevent the controller from redirecting (308) to HTTPS
nginx.ingress.kubernetes.io/ssl-redirect: 'false'
# name of the secret that contains the user/password definitions
nginx.ingress. kubernetes.io/auth-secret: basic-auth
# message to display with an appropriate context why the authentication is required
nginx.ingress.kubernetes.io/auth-realm: 'Authentication Required '
spec:
rules
- http:
paths:
- pathType: Prefix
path: "/"
backend:
service:
name: longhorn-frontend
port
number: 80
" | kubectl -n longhorn-system create -f -
ingress.networking.k8s.io/longhorn-ingress created
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root@nodel:/home/mika# kubectl -n longhorn-system get ingress
NAME CLASS HOSTS ADDRESS PORTS AGE
longhorn-ingress  traefik * 172.16.0.43,172.16.0.44,172.16.0.45,172.16.0.46 80 6m7s
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root@nodel:/home/mika$ curl -v http://172.16.0.43/
Trying 172.16.0.43:80...

Connected to 172.16.0.43 (172.16.0.43) port 80 (§0)

GET / HTTR/1.1

Host: 172.16.0.43

User-Agent: curl/7.81.0

Accept: */*

Mark bundle as not supporting multiuse
HTTP/1.1 200 OK

Cache-Control: max-age=0

Content-Type: text/html

Date: Thu, 08 Feb 2024 13:05:52 GUT

Etag: W/"6Sbafese-401"

Last-Modified: Thu, 01 Feb 2024 01:40:46 GUT
Server: nginx/1.21.5

Vary: Accept-Encoding

Transfer-Encoding: chunked

AAAAAAAAARVYVYVY & &

<
<!DOCTYPE neml>
<html lang=ren”

<nead>
<meta charsec="UTF-8">
<meta name="viewport” conten:
<meta http-equiv="X-UA-Compatible” content
<1--[if lte IE 10]>

<script
src="https://as.alipayobjects.com/g/component/?2console-polyfill/0.2.2/index. Js, nedia-match/2 .0.2/nedia . match . min. s"></sCript>

<! [endif]-—>
<style>

—webkit-scrollbar {

widch: 10px;

neigt: 1px;

muidth=device-widch, initial-scale=1.0">
Te=eagen>

—webkit-scrollbar-thumb {
border-radius: 10px;

—webkit-box-shadow: inset 0 0 Spx rgba(0,0,0,0.1);
background: #535353,

i
</styles
<link href="./styles.css?Sbf436a3ce45el0el76f” rel=mstylesheet”></head>

<pody>
<div ia="rootm></div>

<script type=vtext/javascript" sro="./runtime-main.ed7bda24.]s?Sbf436a3c845e10e17657></SCripE><SCIIPT Type="text/javascript” src="./styles.f40bcdSl.async.]s?Sbf436a3c845e108176Em5</SCripEa<

script type="text/javascript” sro="./main.753572db.async.3s?Sbf436a3c45e10el76E7></script></body>

</ntm1>
* Connection #0 to host 172.16.0.43 left intact
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root@nodel:/home/mika# curl -v http://172.16.0.43/ -u foo:bar
Trying 172.16.0.43:80...

Connected to 172.16.0.43 (172.16.0.43) port 80 (§0)

Server auth using Basic with user 'foo'

GET / HTTR/1.1

Host: 172.16.0.43

Authorization: Basic ZmSvomJncg==

User-Agent: curl/7.81.0

Accept: */*

Mark bundle as not supporting multiuse
HTTP/1.1 200 OK

Cache-Control: max-age=0

Content-Type: text/html

Date: Thu, 08 Feb 2024 13:08:44 GUT

Etag: W/"6Sbafese-401"

Last-Modified: Thu, 01 Feb 2024 01:40:46 GUT
Server: nginx/1.21.5

Vary: Accept-Encoding

Transfer-Encoding: chunked

AAAAAAAAARVVVVVY &8

<
<!DOCTYPE neml>
<html lang=ren”

<nead>
<meta charset="UTF-8
<meta name="viewport” content="width=device-width, initial-scale=l.0">
<meta http-equiv="X-UA-Compatible” content="IE=edge">
<1--[if lte IE 10]>
<script
sre="nttp:
<! [endif]-—>
<style>
+:-webkit-scrollbar {
widch: 10px;
neigt: 1px;

/as.alipayobjects. con/g/component/?2console-polyfill/0.2.2/index. Js, nedia-match/2 . 0.2/nedia . match . min. 5"></SCript>

+:-webkit-scrollbar-thumb {
border-radius: 10px;
—webkit-box-shadow: inset 0 0 Spx rgba(0,0,0,0.1);
background: #535353;
i
</styles
<link href="./styles.css?Sbf436a3ce45el0el76f” rel=mstylesheet”></head>

<pody>
<div ia="rootm></div>

<script type=vtext/javascript” Src="./runtime-main.ed7bda2d.])s?Sbf436a3c845e10e176575</SCIiPE><SCIIPt Type="text/Javascript” src="./styles.f40bcdSl.async.js?5b436a3c845210e176E75</SCIIPT><SCIIPt type="text/Javascript” Src="./main.753’

db.async.js?5b£436a3c845210e17657></ sCript></body>

</ntm1>
+ Connection #0 to host 172.16.0.43 left intact
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root@nodel:/home/mika# curl -s "https://raw.githubusercontent.com/kubernetes-sigs/kustomize/master/hack/install kustomize.sh" | bash
v5.3.0
kustomize installed to /home/mika/kustomize
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root@nodel:/home/mika# mv kustomize /usr/local/bin/
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root@nodel:/home/mika# R ERNCITNNINCERRy

Lecture des listes de paquets... Fait

Construction de 1'arbre des dépendances... Fait

Lecture des informations d'état. Fait
git est déja la version la plus récente
git passé en « installé manuellement ».
0 mis & jour, 0 nouvellement installés,

(1:2.34.1-1ubuntul.10) .

0 & enlever et 0 non mis & jour.
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root@nodel:/home/mika# vim kustomization.yaml




image126.png
apiversion: kustomize.config.k8s.io/vlbetal
kind: Kustomization
resources:
- github.com/ansible/awx-operator/config/default?ref=2.11.[]
images:
- name: quay.io/ansible/awx-operator
- newTag: 2.11.0
namespace: awx
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root@nodel:/home/mika# kustomize build . | kubectl apply -f -
namespace/awx created
customresourcedefinition.apiextensions.k8s.io/awxbackups.awx.ansible.com created
customresourcedefinition.apiextensions.k8s.io/awxmeshingresses.awx.ansible.com created
customresourcedefinition.apiextensions.k8s.io/awkrestores.awx.ansible.com created
customresourcedefinition.apiextensions.k8s.io/awxs.awx.ansible.com created
serviceaccount/awz-operator-controller-manager created
role.rbac.authorization.k8s.io/awk-operator-awx-manager-role created
role.rbac.authorization.k8s.io/awk-operator-leader-election-role created
clusterrole.rbac.authorization.k8s.io/awx-operator-metrics-reader created
clusterrole.rbac.authorization.k8s.io/awx-operator-proxy-role created

rolebinding. rbac.authorization.k8s.io/awx-operator-awx-manager-rolebinding created
rolebinding.rbac.authorization.k8s.io/awx-operator-leader-election-rolebinding created
clusterrolebinding. rbac.authorization.k8s.io/awx-operator-proxy-rolebinding created
configmap/awx-operator-awx-manager-config created
service/awx-operator-controller-manager-metrics-service created

deployment . apps/awx-operator-controller-manager created
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root@nodel:/home/mika# vim awx.yaml]]




image129.png
apiversion: awx.ansible.com/vlbetal

kind: AWX

metadata:
name: awx

spec:
service_type: nodeport
nodeport_port: 30050
projects_persistence: true
projects storage class: longhorn
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apiversion: kustomize.config.k8s.io/vlbetal
kind: Kustomization
resources:
- github.com/ansible/awx-operator/config/default?ref=2.11.0
- awx.yamlf]
images
- name: quay.io/ansible/awx-operator
- newTag: 2.11.0
namespace: awx
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root@nodel:/home/mika# kustomize build . | kubectl apply -f -
namespace/awx unchanged
customresourcedefinition.apiextensions.k8s.io/awxbackups.awx.ansible.com unchanged
customresourcedefinition.apiextensions.k8s.io/awxmeshingresses.awx.ansible.com unchanged
customresourcedefinition.apiextensions.k8s.io/awxrestores.awx.ansible.com unchanged
customresourcedefinition.apiextensions.k8s.io/awxs.awx.ansible.com unchanged
serviceaccount/awx-operator-controller-manager unchanged
role.rbac.authorization.k8s.io/awx-operator-awx-manager-role configured
role.rbac.authorization.k8s.io/awx-operator-leader-election-role unchanged
clusterrole.rbac.authorization.k8s.io/awx-operator-metrics-reader unchanged
clusterrole.rbac.authorization.k8s.io/awx-operator-proxy-role unchanged
rolebinding.rbac.authorization.k8s.io/awx-operator-awx-manager-rolebinding unchanged
rolebinding.rbac.authorization.k8s.io/awx-operator-leader-election-rolebinding unchanged
clusterrolebinding.rbac.authorization.k8s.io/awx-operator-proxy-rolebinding unchanged
configmap/awx-operator-awx-manager-config unchanged
service/awx-operator-controller-manager-metrics-service unchanged

deployment .apps/awx-operator-controller-manager unchanged

awx.awx.ansible.com/awx created
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> Visual Studio Code Docs Updates Blog APl Extensions FAQ Learn P Search Docs

Version 1.85 is now available! Read about the new features and fixes from November.

Download Visual Studio Code

Free and built on open source. Integrated Git, debugging and extensions.

User Installer deb Zip
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> Téléchargements
Nom

Avjourdhui (2)

[7] Non confirmé 231728.crdownload
3 VSCodeUserSetup-x64-1.85.1.exe
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34 Installation - Microsoft Visual Studio Code (User)

X
Accord de ficence
Les informations suivantes sont importantes. Veuillez s lire avant de continuer.
Veillez lre le contrat de licence suivant. Vous devez en accepter tous les termes avant de continuer
Finstallation.

La présente Licence s'applique au produit Visual Studio Code. Le Code
source pour Visual Studio Code est disponible a l'adresse
https://qithub.com/Microsoft/vscode en vertu du contrat de licence MIT a
l'adresse https://github.com/microsoft/vscode/blob/main/LICENSE.txt.
Vous trouverez des informations supplémentaires sur la licence dans
notre forum aux questions a l'adresse
https.//code.visualstudio.com/docs/supporting/fag.

TERMES DU CONTRAT DE LICENCE LOGICIEL
MICROSOFT

(@) Je comprends et j'accepte les termes du contrat de licence

(O e refuse les termes du contrat de licence
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34 Installation - Microsoft Visual Studio Code (User) - X

Dossier de destination
0b Visual Studio Code doi

| Uassitant va installe Visual Studio Code dans e dossir suant.

Pour continuer, cliquez sur Suivant. Si vous souhaitez choisir un dossier différent, cliquez sur Parcourir.

Parcourir..

Le programme requiert au moins 353,5 Mo d'espace disque disponible.

<réckdent e
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34 Installation - Microsoft Visual Studio Code (User)
Sélection du dossier du menu Démarrer
01 I'assistant d'installation doit-il placer les raccourcis du programme ?

ﬂ L'assistant va créer les raccourcis du programme dans le dossier du menu Démarrer indiqué
i CdeSSOUS.
Cliquez sur Suivant pour continuer. Cliquez sur Parcourir si vous Souhaitez sélectionner un autre dossier
du menu Démarrer.

Parcourir..

[INe pas créer de dossier dans le menu Démarrer

<réckdent e
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34 Installation - Microsoft Visual Studio Code (User) - X
Taches supplémentaires
Quelles sont les téches supplémentaires qui doivent étre effectuées ?

‘Sélectionnez les tiches supplémentaires que 'assistant d'installation doit effectuer pendant linstallation
de Visual Studio Code, puis cliquez sur Suivant.

Ictnes supplémentaires :

Créer une icone sur le Bureau

Autre :

[] Ajouter I'action "Ouvrir avec Code"

u menu contextuel de fichier de 'Explorateur Windows
[] Ajouter Iaction "Ouvrir avec Code" au menu contextuel de répertoire de I'Explorateur Windows
Inscrire Code en tant qu'éditeur pour les types de fichier pris en charge

Ajouter 3 PATH (disponible aprés le redémarrage)

<reckdet v
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34 Installation - Microsoft Visual Studio Code (User) - X

Prét a installer
L'assistant dispose  présent de toutes les informations pour installer Visual Studio Code sur votre.
ordinateur.

Cliquez sur Installer pour procéder & linstallation ou sur Précédent pour revoir ou modifier une option
dinstallation.

Dossier de destination :
C:\Users\test\AppData\Local\Programs\Microsoft VS Code

Dossier du menu Démarrer :
Visual Studio Code

‘Taches supplémentaires
Ictnes supplémentaires
Créer une icone sur le Bureau
Autre :
Tnscrire Code en tant qu'éditeur pour les types de fichier pris en charge
Ajouter & PATH (disponible aprés le redémarrage)

<reckdet v
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34 Installation - Microsoft Visual Studio Code (User) -

Fin de l'installation de Visual Studio
Code

L'assistant a terminé linstallation de Visual Studio Code sur votre
ordinateur. L'application peut &tre lancée & laide des icones créées sur le
Bureau par lnstallation.

Vellez cliquer sur Terminer pour quitter 'assistant d'instalation.

Exécuter Visual Studio Code

Terr
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REMOTE EXPLOR... | Remotes (Ti v

 REMOTES (TUNNELS/SSH) [oN=)
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Enter SSH Connection Command

ssh mika@172.16.0.26|

Press ‘Enter’ to confirm your input or ‘Escape’ to cancel
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‘ Kelect SSH configuration file to update ‘

C:\ProgramData\ssh\ssh_config
Settings specify a custom configuration file
Help about SSH configuration files
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(@ Host added! & x
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‘ Kelect the platform of the remote host *172.16.0.21" ‘

Windows

macos
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"172.16.0.21" has fingerprint "SHA256:1U0aGf7vIf9ICLvPUcIYem7uS9elRIx44ugNaOVIMyU".

‘ Are you sure you want to continue? ‘

Cancel
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‘ Enter password for mika@172.16.0.21

Press ‘Enter’ to confirm your input or ‘Escape’ to cancel
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Visual Studio Code

° Could not establish connection to “172.16.0.21"

Rety | re Acrs.
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See "man sudo_root” for details.

mika@awx:~$ [
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mika@awx:~$ sudo su
root@awx: /home/mika# [i
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root@awx: /home/mika# apt update -y & apt upgrade -y
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//get.k3s.io | sh |
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root@awx: /home/mika# kubectl version
Client Version: vi.28.5+k3s1
Kustomize Version: v5.0.4-0.20230601165947-6ce0bf390ce3

Server Version: v1.28.5+k3s1
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rootigawx: /home/mika# curl -s “https://raw.githubusercontent.com/kubernetes-sigs/kustomize/master/hack/install kustomize.sh™ | bash
Vv5.3.0
(s tae imsEll i Ay e oS e
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root@awx: /home/mika# mv kustomize /usr/local/bin/
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root@nodel:/home/mika# curl -sfL https://get.k3s.io | sh -s server --cluster-init
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root@nodel:/home/mika# cat /var/lib/rancher/k3s/server/node-token
K10b787€955c924199dd38d7e697e41f£7871c66df855add5e115491800cf2ae7Tc

£5d37dbbc642d7168b3255%d8c39df
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root@node2:/home/mika# curl -sfL https://get.k3s.io | K3S_TOKEN="K10b787€955c924199dd38d7e697e41ff7871c66df855add5e115491800cf2ae77c: :server:9£5d37dbbc642d7168b
32559ed8c39df" sh -s server —--server https://172.16.0.43:6443
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root@workerl:/home/mika# curl -sfL https://get.k3s.io | K3S_URL=https://172.16.0.43:6443 K35_TOKEN=K10b787€955c924199dd38d7e697e41ff7871c66df855add5e115491800c
2ae77c: :server: 9£5d37dbbc642d7168b32559ed8c39df sh —
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root@nodel:/home/mika# kubectl get node

NAME STATUS ROLES

nodel Ready  control-plane,etcd,master
node2 Ready  control-plane,etcd,master
node3 Ready  control-plane,etcd,master

workerl Ready  <none>

AGE
EELY
6mSs
3més
53s

VERSION
v1.28.6+k3s2
v1.28.6+k3s2
v1.28.6+k3s2
v1.28.6+k3s2




image35.png
rooti@awx: /home/mika# apt install git -y
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> Welcome X = Untitled-1

Start
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‘ Kelect File Type or Enter File Name.
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Otherwise, you can manually create a file called 'kustomization.yaml with the following content:

apiVersion: kustomize.config.k8s.io/vibetal
kind: Kustomization
resources:
# Find the latest tag here: https://github.com/ansible/awx-operator/releases
- github. con/ansible/awx-operator/config/default?ref=<tag>

# Set the image tags to match the git version from above
images:
- name: quay.io/ansible/awx-operator
newTag: <tag>

# Specify a custom namespace in which to install AWX
namespace: awx
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@ RED HAT Quay.io EXPLORE  TUTORIAL  PRICING search SIGN IN

€ Repositories 1 Organization B8 ansible / awx-operator
(i ) Repository Tags Expanded || Show Signatures
> -~ £+ Actions ~ 1-250f 58 > Filter Tags.
TAG LAST MODIFIED | SIZE EXPIRES MANIFEST
0 devel 3 days ago € 8High - 32 fixable 203.3 MiB SHAZS6 sseacarfrera &
J
v latest 10 days ago € 8High - 32 fixable 195.2 MiB SHA256 ssdsasedasa I 3
2.10.0 10 days ago € 8High - 32 fixable 195.2 MiB SHA2S6 57sdsesedaca 3
290 amonth ago £, 8High - 34 fixable 193.5 MiB SHA256 178esc2cdoss 3
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apiversion: kustomize.config.k8s.io/vibetal
kind: Kustomization
resources:
- github.com/ansible/awx-operator/config/default?ref=2.10.0

images:
- name: quay.io/ansible/awx-operator

newTag: 2.10.0

namespace: awx
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Save As.

P —— EL

cache

ssh
vscode-server
$ bash_logout
$ bashic

$ profile

£ .sudo_as_admin_successful

wget-hsts
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root@awx: /home/mika# kustomize build . | kubectl apply -f -

namespace/aux created
customresourcedefinition.apiextensions. k8s. io/awxbackups. awx.ansible.com created
customresourcedefinition.apiextensions.k8s. io/awxrestores. awx.ansible.com created
customresourcedefinition. apiextensions.kgs. i0/awxs.awx.ansible.com created
serviceaccount/awx-operator-controller-manager created
role.rbac.authorization. k8s. io/awx-operator-awx-manager-role created
role.rbac.authorization. ks. io/awx-operator-leader-election-role created
clusterrole.rbac.authorization.ks. io/awx-operator-metrics-reader created
clusterrole.rbac.authorization. k8s. io/awx-operator-proxy-role created
rolebinding.rbac.authorization. k8s. io/awx-operator-awx-manager-rolebinding created
rolebinding.rbac.authorization. k8s. io/awx-operator-leader-election-rolebinding created
clusterrolebinding. rbac.authorization. kss. io/awx-operator-proxy-rolebinding created
configmap/aux-operator-awx-manager-config created

service/awx-operator-control ler-manager-metrics-service created

deployment . apps/awx-operator-control ler-manager created
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rootigawx: /home/mika# kubectl get pods -n awx
NAME READY  STATUS RESTARTS  AGE

awx-operator-controller-manager-775bd7b75d-dhxqq  2/2 Running @ 3mS9s.
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root@awx: /home/mikai# kubectl config set-context --current --namespace=awx
Context "default” modified.
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Next, create a file named ' awx-demo.yml in the same folder with the suggested content below. The ‘metadata.name you provide
will be the name of the resulting AWX deployment.

Note: If you deploy more than one AWX instance to the same namespace, be sure to use unique names.

apiVersion: awx.ansible.com/vibetal
kind: AWX
metadata:
name: awx-demo
spec:
service_type: nodeport
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apiversion: awx.ansible.com/vibetal
kind: AWX
metadata:
name: awx
spec:
service_type: nodeport
nodeport_port: 30080
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Save As.

/home/mika/awx.yam| ‘ - -

cache

ssh
vscode-server
$ bash_logout
$ bashic

$ profile

£ .sudo_as_admin_successful

wget-hsts

!' kustomization.yaml
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root@awx: /home/mika# vim /home/mika/kustomization.yaml
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apiVersion: kustomize.config.k8s.io/vibetal
kind: Kustomization
resources:
- github. com/ansible/awx-operator/config/default?ref-2.10.0
- awx.yaml
images:
- name: quay.io/ansible/awx-operator
newTag: 2.10.0
namespace: awx

wq!ll
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root@awx: /home/mika# kustomize build . | kubectl apply -f -

namespace/awx unchanged
customresourcedefinition. apiextensions.k8s. io/awxbackups. awx.ansible.com unchanged
customresourcedefinition.apiextensions.k8s.io/awxrestores. awx.ansible.com unchanged
customresourcedefinition. apiextensions.kgs. i0/awxs.awx.ansible.com unchanged
serviceaccount/awx-operator-controller-manager unchanged
role.rbac.authorization. k8s. io/awx-operator-awx-manager-role configured
role.rbac.authorization. ks. io/awx-operator-leader-election-role unchanged
clusterrole.rbac.authorization.k8s. io/awx-operator-metrics-reader unchanged
clusterrole.rbac.authorization.ks. io/awx-operator-proxy-role unchanged
rolebinding.rbac.authorization. k8s. io/awx-operator-awx-manager-rolebinding unchanged
rolebinding.rbac. authorization. k8s. io/awx-operator-leader-election-rolebinding unchanged
clusterrolebinding. rbac.authorization. kss. io/awx-operator-proxy-rolebinding unchanged
configmap/aux-operator-awx-manager-config unchanged

service/awx-operator-control ler-manager-metrics-service unchanged

deployment. apps/awx-operator-control ler-manager unchanged

awx.awx.ansible.com/awx created
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root@awx: /home/mika# kubectl get pods
NAME

awx-postgres-13-0
awx-operator-controller-manager-775bd7b75d-dhxqq
awx-task-58b848669-W64ws
awx-web-869d474bdc -omme4

1/1
2/2
a/a
3/3

STATUS

Running
Running
Running
s

RESTARTS

AGE
4m33s
136m
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root@awx: /home/mika# kubectl get secret awx-admin-password -o jsonpath="{.data.password}" --namespace awx | base64 --decode ; echo
'hZ11GkRGiRRNSh8KktAYTd19tisUxmpC
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@ A tech preview of the new AWX user interface can be found here.
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